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Abstract In this chapter we describe the integration of a recommendersystem into
the production environment of Fastweb, one of the largest European IP Televi-
sion (IPTV) providers. The recommender system implements both collaborative and
content-based techniques, suitable tailored to the specific requirements of an IPTV
architecture, such as the limited screen definition, the reduced navigation capabil-
ities, and the strict time constraints. The algorithms are extensively analyzed by
means of off-line and on-line tests, showing the effectiveness of the recommender
systems: up to 30% of the recommendations are followed by a purchase, with an
estimated lift factor (increase in sales) of 15%.

1 Introduction

IP Television (IPTV) broadcasts multimedia content (e.g.,movies, news programs,
documentaries) in digital format via broadband Internet networks [23, 17]. IPTV
services include scheduled television programs and video on demand (VoD) con-
tents [29]. In the rest of the chapter we will generically refer to both scheduled
television programs and video-on-demand contents asitems.

In this chapter we present the integration of the Neptuny’s ContentWise recom-
mender system in Fastweb, the first company in the world to have launched fully
IP-based broadband TV services, in 2001. Fastweb serves hundreds of thousands of
IPTV customers, with a catalog of thousands of multimedia contents. Since 2007
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Fastweb is part of the Swisscom group. ContentWise recommender algorithms have
been developed with the cooperation of the Computer ScienceDepartment at the
Politecnico di Milano.

Differently from conventional television, IPTV allows an interactive navigation
of the available content [13] and, in particular, IPTV allows to collect implicit usage
data and explicit user preferences for providing a personalized user navigation. The
user interacts with the IPTV system by means of a special electronic appliance,
referred to asset-top-box (STB). There are substantial peculiarities of the STB that
limit the user interaction: (i) users control the STB by means of a remote control,
which is rather limited in the set of actions it allows to perform, (ii) the user interface
is shown on a TV screen typically designed to be looked at froma distance larger
than that between a PC and the user, and (iii) the system dealswith multimedia
content, whose navigation is not particularly fast, mainlybecause of the channel
switching time.

Differently from traditional e-commerce domains (e.g., Amazon, Netflix, iTunes,
IMDB, Last.fm) where recommender systems have been exploited, IPTV recom-
mender systems need to satisfy particular requirements:

• the list of proposed items has to be small because of the limited screen definition
and the reduced navigation capabilities;

• the generation of the recommended items must respect very strict time constraints
(few milliseconds) because TV’s customers are used to a veryresponsive system;

• the system needs to scale up in a successful manner with both the number of
customers and items in the catalog;

• part of the catalog is highly dynamic because of live broadcast channels.

The recommender system deployed in Fastweb generates recommendations by
means of two collaborative algorithms (based on item-to-item similarities and di-
mensionality reduction techniques) and one content-basedalgorithm (based on la-
tent semantic analysis). The recommender system selects the proper algorithm de-
pending on the context. For instance, if the user is reading amovie synopsis, looking
for movies with his preferred actors, the algorithm used is the content-based one. In
order to respect the strict real-time requirements, the recommender system and the
underlying algorithms follow a model-based approach and have been logically di-
vided into two asynchronous stages, the batch stage and the real-time stage.

The input data of the whole architecture is composed by: (i) the item-content
matrix and (ii) the user-rating matrix. The item-content matrix (ICM) describes the
main attributes (metadata) of each item, such as the title ofa movie, the set of actors
and its genre(s). The user-rating matrix (URM) collects theratings (i.e., preferences)
of users about items. Ratings are mainly implicit, e.g., thesystem can detect if a
user watched a program, without knowing explicitly the user’s opinion about that
program.

Before deploying the recommender system in production, extensive performance
analysis has been performed by means ofk-fold cross validation. The results sug-
gests a 2.5% recall for the content-based algorithm, while the collaborative algo-
rithms are able to reach a recall of more than 20%.
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The recommender system has been released to production environment in Octo-
ber 2008 and is now available for one of the Fastweb VOD catalogs. The system
is actually providing, on average, 30’000 recommendationsper day, with peaks of
almost 120 recommendations per minute during peak hours. On-line analysis shows
that almost 20% of the recommendations are followed by a purchase from the users.
The estimated lift factor (i.e., increase in VOD sales) is 15%.

The rest of the chapter is organized as follows. Section 2 shows the typical archi-
tecture of an IPTV provider. Section 3 presents the architecture of the recommender
system. Section 4 describes the implemented recommender algorithms. Section 5
explains the recommender services implemented into the Fastweb IPTV architec-
ture. Section 6 evaluates the quality of recommendations. Finally, Section 7 draws
the conclusions.

2 IPTV Architecture

IPTV, also called Internet Protocol Television, is a video service that delivers high
quality traditional TV channels and on-demand video and audio contents over a pri-
vate IP-based broadband network. From the end users perspective, IPTV looks and
operates just like a standard TV service. The providers involved in deploying IPTV
services range from cable and satellite TV carriers to largetelephone companies and
private network operators. IPTV has a number of unique features [13]:

Support for interactive TV: differently from conventional TV, where the com-
munication is unidirectional, the two-way capabilities ofIPTV systems allow the
user to interact with the system.

Time shifting: IPTV permits the temporal navigation of programs (e.g., fast for-
ward, pause and rewind) thanks to the Personal Video Recording (PVR), a mech-
anism for recording and storing IPTV content for later viewing.

Personalization: IPTV allows end users to personalize their TV viewing expe-
rience by letting them decide what they want to watch and whenthey want to
watch it.

Figure 1 shows a generic IPTV system architecture that supports live broadcast
TV channels (also calledlinear channels) and video on-demand (VOD). Broadcast
TV service consists in the simultaneous reception by the users of traditional TV
channels either free-to-air or pay-per-view. Video on-demand service consists in
viewing multimedia content made available by the service provider, upon request.

The IPTV data center (also known as theheadend) receives linear channels from
a variety of sources including terrestrial, satellite and cable carriers. Once received, a
number of different hardware components, ranging from encoders and video servers,
are used to prepare the video content for delivery over an IP based network. On-
demand contents are stored in fast storage boxes (e.g., using solid-state disks).

The set-top-box (STB) is an electronic appliance that connects to both the net-
work and the home television: it is responsible for processing the incoming packet
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Fig. 1 Architecture of an IPTV system.

stream and displaying the resulting video on the television. The user interacts with
the STB by means of a hand-held remote control. The remote control gives the
user access to additional features of the STB, such as the Electronic Program Guide
(EPG), a listing of available channels and program for an extended time period (typ-
ically 36 hours or more).

2.1 IPTV search problems

To benefit from the rich set of IPTV channels and contents, users need to be able
to rapidly and easily find what they are actually interested in, and do so effortlessly
while relaxing on the couch in their living room, a location where they typically do
not have easy access to the keyboard, mouse, and close-up screen display typical of
desktop web browsing. However, searching for a live channelor a VOD content is
a challenging problem for IPTV users [11].

When watching live television, users browse through a set of available chan-
nels until they find something interesting. Channel selection (zapping) involves two
steps: (a) sampling the content to decide whether to continue or stop watching the
channel, and (b) switching across multiple channels for repeated sampling, until
a desired channel is found. The problem of quickly finding theright channel be-
comes harder as the number of channel offerings grows in modern IPTV systems.
Moreover, IPTV channel switching time is not particularly responsive, compared to
traditional TV, because of technological limitations [19].
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When searching for VOD content, IPTV users generally have to either navigate a
complex, pre-defined, and often deeply embedded menu structure or type in titles or
other key phrases using an on-screen keyboard or triple tap input on the remote con-
trol keypad. These interfaces are cumbersome and do not scale well as the range of
content available increases. Moreover, the television screens usually offer a limited
resolution with respect to traditional personal computer screens, making traditional
graphical user interfaces difficult to use.

This differs from traditional web-based domains (e.g., e-commerce web sites),
where the content is textual, suited for information categorization and keyword-
based seek and retrieval, and the input devices (keyboard and mouse) allow to point
an arbitrary object on the screen and to easily enter text.

The integration of a recommender system into the IPTV infrastructure improves
the user experience by providing a new and more effective wayof browsing for
interesting programs and movies. However, such integration has to deal with the
following issues:

User identification. The STB is used indistinctly by all the components of a fam-
ily, and the IPTV recommender system can not identify who is actually watching
a certain program.

Real-time requirements. The IPTV recommender systems must generate rec-
ommendations within very strict real-time constraints (few milliseconds) in order
to avoid a slow down of the user navigation, already affectedby the long channel
switching time.

Quality of content metadata. Differently from web-based domains, content-ba-
sed IPTV recommender algorithms makes use of low-quality metadata. This as-
pect is particularly evident with live channels, where new content is added every
day at a very high rate, and the only available metadata that can be used to de-
scribe programs can be found in the EPG (electronic program guide).

3 Recommender system architecture

The architecture of the Fastweb recommender system is shownin Figure 2. These
components are discussed in the following section. Section3.1 describes the infor-
mation available to the recommender system. Section 3.2 describes the two-stage
architecture of the recommender algorithms, separating between batch and real-time
stage. Section 4 details the three algorithms implemented in ContentWise. Finally,
Section 5 shows the integration of the recommender system into the existing Fast-
web architecture.
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Fig. 2 Architecture of the recommender system ContentWise.

3.1 Data collection

The logical component in charge of pre-processing the data and generating the in-
put of the recommender algorithm is referred to asdata collector. The data collector
gathers data from different sources, such as the EPG for information about the live
programs, the content provider for information about the VOD catalog and the ser-
vice provider for information about the users.

The Fastweb recommender system does not rely on personal information from
the users (e.g., age, gender, occupation). Recommendations are based on the past
users’ behavior (what they watched) and on any explicit preference they have ex-
pressed (e.g., preferred genres). If the users did not specify any explicit preferences,
the system is able to infer them by analyzing the users’ past activities.

An important question has been raised in Section 2: users interact with the IPTV
system by means of the STB, but typically we can not identify who is actually in
front of the TV. Consequently, the STB collects the behaviorand the preferences
of a set of users (e.g., the component of a family). This represents a considerable
problem since we are limited to generate per-STB recommendations. In order to
simplify the notation, in the rest of the paper we will refer to user and STB to
identify the same entity. The user-disambiguation problemhas been partially solved
by separating the collected information according to the time slot they refer to. For
instance, we can roughly assume the following pattern: housewives use to watch
TV during the morning, children during the afternoon, the whole family at evening,
while only adults watch TV during the night. By means of this simple time slot
distinction we are able to distinguish among different potential users of the same
STB.

Formally, the available information has been structured into two main matrices,
practically stored into a relational database: the item-content matrix (ICM) and the
user-rating matrix (URM).

The former describes the principal characteristics (metadata) of each item. In
the following we will refer to the item-content matrix asW, whose elementswci

represent the relevance of characteristic (metadata)c for item i. The ICM is gen-
erated from the analysis of the set of information given by the content provider
(i.e., the EPG). Such information concerns, for instance, the title of a movie, the
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actors, the director(s), the genre(s) and the plot. Note that in a real environment
we can face with inaccurate information especially becauseof the rate new con-
tent is added every day. The information provided by the ICM is used to generate a
content-based recommendation, after being filtered by means of techniques for PoS
(Part-of-Speech) tagging, stop words removal, and latent semantic analysis [31].
Moreover, the ICM can be used to perform some kind of processing on the items
(e.g., parental control).

The URM represents the ratings (i.e., preferences) of usersabout items. In the
following we will refer to such matrix asR, whose elementsrpi represent the rating
of user p about itemi. Such preferences constitute the basic information for any
collaborative algorithm. The user rating can be either explicit or implicit, according
to the fact that the ratings are explicitly expressed by users or are implicitly collected
by the system, respectively.

Explicit ratings confidently represent the user opinion, even though they can be
affected by biases [4] due to: user subjectivity, item popularity or global rating ten-
dency. The first bias depends on arbitrary interpretations of the rating scale. For
instance, in a rating scale between 1 and 5, some user could use the value 3 to indi-
cate an interesting item, someone else could use 3 for a not much interesting item.
Similarly, popular items tend to be overrated, while unpopular items are usually un-
derrated. Finally, explicit ratings can be affected by global attitudes (e.g., users are
more willing to rate movies they like).

On the other hand, implicit ratings are inferred by the system on the basis of the
user-system interaction, which might not match the user opinion. For instance, the
system is able to monitor whether a user has watched a live program on a certain
channel or whether the user has uninterruptedly watched a movie. Despite explicit
ratings are more reliable than implicit ratings in representing the actual user interest
towards an item, their collection can be annoying from the user’s perspective.

The current deployment of the Fastweb recommender system collects only im-
plicit ratings, but the system is thought to work when implicit and explicit ratings
coexist. The rating scale is between 1 and 5, where values less than 3 express neg-
ative ratings, values greater or equal to 3 express positiveratings. In absence of
explicit information, the rating implicitly inferred by monitoring the user behavior
is assumed to be positive (i.e., greater than 3). In fact, whether a user starts watching
a certain program, there must be some characteristic of thisprogram appealing for
the user (e.g., actors or genre). The fact that in well-know,explicit datasets, such as
Netflix and Movielens, the average rating is higher than 3, motivates this assump-
tion. The system treats differently live IPTV programs and VOD content:

IPTV programs. The rating is proportional to the percentage user play time
(e.g., [18, 34]), i.e., the percentage of program the user has watched. Let us as-
sumeL is the program play time andt is the user play time. Play times less than 5
minutes are discarded. If a user watched the entire program the rating is 5, if the
user watched 5 minutes the rating is 3, otherwise the rating is a value between 3
and 5 given by:

r̂ = 3+2
t−5
L−5

, 5≤ t ≤ L (1)
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wheret andL are expressed in minutes.
At this early stage of the project, the main goal is not to define an accurate im-
plicit rating mechanism, but rather, to filter out noisy information (e.g., TV chan-
nel zapping).

VOD movies. When watching a VOD movie, users explicitly request to buy and
to pay for that movie. For that reason, independently from the user play time,
when a user requests a VOD movie, the system assign an implicit ratings equals
to 4.

As aforementioned, should Fastweb start collecting explicit ratings too, they will
naturally coexist with implicit ratings in the URM.

The ratings stored in the URM, before being used by the recommender algo-
rithms, are normalized by subtracting the constant value 2.5. This allows the algo-
rithms to distinguish between positive and negative ratings, because values greater
or equals to 2.5 (i.e., 3, 4, and 5) remain positive, while values less than 2.5 (i.e., 1
and 2) become negative. In the rest of the chapter we will assume that the recom-
mender algorithms receive as input a normalized URM.

Finally, users can expressexplicit preferences about the content they would like
to watch. For instance, by means of the graphical interface,a user can set his pre-
ferred actors. The content-based algorithm explained in Section 4.2 takes into con-
sideration such information and biases the recommended movies toward the ex-
pressed preferences.

3.2 Batch and real-time stages

The recommender algorithms process the ICM and the URM described in Section
3.1 and they interface with the STB server by means of web services, as shown in
Figure 3.

In order to respect the strict real-time requirements, the recommender system
and the underlying algorithms follow a model-based approach [32, 9], i.e., they
first develop a model of the user ratings and/or of the items, then they compute the
recommendations. Consequently, the algorithms have been logically divided into
two stages, thebatch stage and thereal-time stage:

• the batch stage creates a low dimensional representation (i.e., a model) of the
input data. It is usually executed during the service off-peak hours, with a fre-
quency which depends on the rate new items/users are added into the system
(e.g., once a day);

• the real-time part uses the model in order to serve calls coming from the web
services interface and satisfying the real-time constraints. The system output can
be further constrained by post-processing, marketing rules (e.g., pushing up some
movies, or filtering some channels).
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The model repository makes the two stages asynchronous, e.g., while the real-time
stage is recommending users by using a certain model, the batch stage can compute
a new, updated model.

Fig. 3 Recommender system: batch and real-time stage.

Despite such logical division of the recommending process,the model construc-
tion in real domains can still be challenging because of input data size and the re-
lated time and memory requirements. For this reason, we haveimplemented high-
performing, parallel versions of the most demanding matrixoperations, optimized
for sparse and big matrices, such as: matrix-matrix and matrix-vector multiplication,
matrix transposition, column/row normalization, and singular value decomposition
(svd). In particular, svd has been used with two of the three recommender algo-
rithms (one content-based and one collaborative), allowing to greatly reduce the
space dimensionality, with benefits both in terms of memory and time complexity.
As we will show in the following sections, by its own, svd defines a model of the
data, cleaning up the data noise and strengthening the correlation among similar
information.

Realistic datasets with millions of users and items can havein principle pro-
hibitive memory requirements. Fortunately, matrices suchas URM and ICM are
typically very sparse. In fact, most of the users interact (e.g., rate or watch) with
very few items compared with the size of the catalog (e.g., the average users have
watched few dozens of movies in a catalog of thousands). Sparse matrices can be
treated using very efficient representations. Note that, even though such matrices are
sparse, we could have difficulties in maintaining the data inmemory. For such rea-
sons, we opted for a solution based on a sort ofmemory virtualization, similar to the
swap capability of any operating systems. Differently fromthe operating system vir-
tual memory, our virtualization policy is tailored ad-hoc for each matrix operation,
in order to limit the data exchange between memory and storage.
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4 Recommender algorithms

The recommender system implements one content-based algorithm (CB) and two
collaborative algorithms (CF):

• a latent-semantic analysis content-based algorithm, referred to asLSA-CB;
• an item-based collaborative algorithm, referred to asitem-based-CF;
• a dimensionality-reduction-based collaborative algorithm, referred to asSVD-

CF.

In the following section we present a brief overview of the recommender algorithms.
Section 4.2, 4.3, and 4.4 present the details of the three algorithms, i.e., respectively,
the LSA, the item-based, and the dimensionality-reductionalgorithms.

4.1 Overview of recommender algorithms

Recommender algorithms can be classified into content-based and collaborative al-
gorithms.

The content-based approach to recommendation has its rootsin information re-
trieval, which provides a set of tools for searching for textual information, such as
in documents, web sites, usenet news and mail messages.

A content-based system is based on the analysis of the content of the items.
The model of an item is so composed by a set of features representing its content.
The assumption underlying content-based techniques is that the meaning and the
relevance of items can be captured by such features:

• each feature is assigned to a weight indicating how representative it is for an
item;

• similar items contain similar features;
• the more items contain a feature, the less representative the feature is (i.e., it is

less important in order to distinguish an item from an other).

The feature extraction is probably the most critical phase of such systems and it
can be particularly challenging in IPTV, where resources are non-textual, such as
audio/video streams. For instance, the textual features ofa movie can be the genre
(e.g., commedy), the list of actors, etc. While more interesting information could be
obtained by analyzing the audio/video tracks, this technology [11] is fairly recent
and it is necessary to examine whether it can really bring some improvement in this
specific domain.

The classical way of representing items in content-based recommender is by
means of thebag-of-words (BOW) approach [6], where we consider textual features
and we only retain frequencies of words, discarding any grammar/semantic con-
nection. Usually the words are pre-processed by means of tokenisation, stop-words
removal and stemming [31]. The former simply splits text into tokens (e.g., words).
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Tokens not useful for representing an item in a certain domain are discarded (stop-
words). Finally, stemming is used to normalize some kind of grammar variability
by converting tokens to their morphological root. For example, the words ’play’,
’player’, ’playing’, and ’played’ would all be converted totheir root form, ’play’.
After the pre-processing, each token has assigned a weight which is proportional
to its frequency normalized using various schemes, the mostknown being the TF-
IDF scheme [25, 31]. The BOW representation can be summarized in the matrixW,
where columni represents itemi and the elementwci represents the weight (rele-
vance) of metadatac for item i. The metadatac can be the movie genre, an actor or
the director, as well as a token extracted from the movie synopsis. We will present in
Section 4.2 how the different kind of metadata have been dealt with. Analogously,
also users are represented as vectors in the space of tokens.In fact, the profile of
a user is derived by means of a linear combination of the vectors corresponding
to the items he has rated, weighted with the related user rating. Recommendations
are then obtained by comparing the similarity between the vector representing the
user profile and the vectors representing the items. The mostsimilar items are then
proposed to the user. Similarity between two vectors can be expressed by several
metrics, such as the euclidean distance and the cosine distance [25].

Content-based systems [1, 3, 21] recommend items similar tothose that a user
liked in the past, by considering their features. For example, the system analyzes
the movies that a user liked in the past and it constructs a model of the user, whose
features are the actors, the producers, the genres, the directors, etc., that such user
prefers. Then, those movies that have a high degree of similarity to the user’s pref-
erences would be recommended. For instance, whether a user is used to watch many
action movies, he will be recommended other action movies. This characteristic of
content-based recommender systems has two direct effects:it assures that the rec-
ommended items are coherent with the user’s interests, but,at the same time, the
set of recommended items could be obvious and too homogeneous. This issue is
usually referred to asover-specialization problem [3].

The main advantage of content-based techniques is that, since they are based on
evident resource features, they can provide an understandable and immediate expla-
nation of the recommended items. Furthermore, content-based filtering is based on
a well-know and mature technology.

In contrast to content-based, collaborative systems try tosuggest items to a par-
ticular user on the basis of the other-users’ preferences [28, 1]. In fact, in everyday
life, we often rely on recommendations from other people such as by word of mouth
or movie reviews. Such systems use the opinions of a community of users to help in-
dividuals more effectively identify content of interest. Collaborative systems assist
and augment this process. They are based on the following twoassumptions:

• there are groups of users with similar tastes, which rate theitems similarly;
• correlated items are rated by a group of users similarly.

The concept of correlation is strongly different to the content-based similarity
among items. For instance, here we are saying that whatever the content of a movie
is, such movie is considered somehow “similar” to another one because the commu-
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nity expressed the same evaluation for both the movies. For instance, if a user has
watched the movie “Forrest Gump”, from a collaborative point of view the system
could suggest him to watch the movie “The Sixth Sense”. The relation among these
movies has apparently no sense because, looking at the content, they are not similar
movies, but they are actually strongly-correlated becausemost of the people who
have watched “Forrest Gump”, also watched “The Sixth Sense”.

Starting from the previous two assumption, we can define two classes of collab-
orative recommenders, respectively, the user-based and the item-based [33]. Both
of them are based on social interactions. In practice, user-based recommenders are
seldom used because of their poor quality and their memory and time requirements.

Note that collaborative recommendation does not need to extract any feature from
the items. Thus, such systems do not have the same shortcomings that content-based
systems have. In particular, since collaborative systems use other-users’ preferences,
they can deal with any kind of content. Furthermore they can recommend any items,
even the ones with a content which does not correspond to any item previously liked.

However, also collaborative systems have their own limitations.
The main drawback is that collaborative recommenders are affected by thenew

item (or first-rater) problem. Since such systems recommend the items most cor-
related to those preferred by the current user, a new item cannot be recommended
because nobody has rated it so far (the system can not define a model for such item).
Therefore, until the new item is rated by a substantial number of users, the recom-
mender system will not be able to recommend it. For such reasons, collaborative
algorithms are not practicable in live TV domains, where newprograms enter the
system at a very high rate and appear and receive ratings for avery limited time win-
dow (e.g., few hours). Note that content-based recommenders do not suffer for such
a problem because when new items enter into the collection their model is given by
their own features.

A second issue is called thesparsity problem. In fact, the effectiveness of collab-
orative systems depend on the availability of sets of users with similar preferences.
Unfortunately, in any recommender system, the number of ratings already obtained
is usually very small compared to the number of ratings to estimate. As a conse-
quence, it might not be possible to recommend someone with unique tastes, because
there will not be anyone enough similar to him.

As a consequence of the above two points, at the beginning of its activity, a brand
new system will not be able to provide any accurate recommendation; it is called the
cold start problem. The problem is common to all kinds of recommender systems,
both content-based and collaborative recommenders, but inthe latter the issue is
particularly evident since their model is based only on userratings.

In addition, since popular items are the most rated, collaborative recommenders
are likely to be biased toward the most popular items. For instance, if a movie has
been rated by only few people, this movie would be recommended very rarely, be-
cause the predicted rating might be not reliable.
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4.2 LSA Content-based algorithm

The content-based algorithm implemented in Fastweb is based on the BOW ap-
proach, enhanced by means of latent semantic analysis.

Referring to Figure 2, the retrieving of features availablefor each item in the
catalog is performed by the data collector. The features arefiltered and weighted,
forming the ICM. The features of an item are classified into several groups, referred
to asmetadata. Different kinds of items have different sets of metadata:

• VOD content: actors, directors, producers, title, series title, episode name, studio
name, country, year, runtime, synopsis, available languages;

• Live IPTV program: actors, directors, producers, channel and time scheduling,
country, runtime, year, synopsis.

The main difference between VOD and live IPTV content is thatthe former can be
accessed by users at any time upon request, while the latter can only be accessed
by users at the time it is broadcasted on a certain channel. This must be taken into
consideration by the recommender algorithms.

For any item, each metadata is represented by either a string(e.g., the title) or
a vector of strings (e.g., the list of actors). According to the kind of metadata,
each string is differently pre-processed and weighted. Whether the metadata con-
tains proper names (i.e., actors and directors) we do not apply any processing, but
we simply keep the string as it is. On the other hand, metadatacontaining sen-
tences (i.e., the title and the synopsis) are tokenized, filtered (stop-word removal)
and stemmed. Furthermore, some metadata are more importantthan others, and so
the assigned weights. By means of cross-validation we obtained the weights of each
kind of metadata (i.e., title, synopsis, actors, and directors). In addition, the weights
of each stem in the synopsis are further multiplied for the corresponding TF-IDF
value (e.g., see [25, 31]).

For instance, let us consider a movie with the following metadata:

• title: ‘the title’;
• genre: ‘comedy’;
• actors: ‘FirstName1 LastName1’, ‘FirstName2 LastName2’;
• synopsis: ‘The movie’s plot’.

The related column in the ICM matrixW will have non-null weights in correspon-
dence of the following elements:

• titl;
• genre:comedy;
• FirstName1-LastName1;
• FirstName2-LastName2;
• movi;
• plot;

where actors and genre are taken as-is, while the synopsis and the title are tokenized,
stemmed (e.g., ‘titl’ is the stem of ‘title’) and stop-wordsare removed (e.g., ‘the’).
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In addition to this data pre-processing, the content-basedalgorithm is powered
by LSA (latent semantic analysis), a method well-known in the settings of infor-
mation retrieval for automatic indexing and searching of documents [16, 8]. The
approach takes advantage of the implicit structure (latent semantic) in the associa-
tion of terms with documents. The technique consists in decomposingW into a set
of orthogonal factors whose linear combination approximates the original matrix.
The decomposition is performed by means of singular value decomposition (SVD)

Supposing the ICM is ac×n matrix (c metadata andn items), it can be factorized
into three matrices,U (c× l), S (l× l), andV (n× l) so that:

W ≈ USVT (2)

where l is the number of latent semantic characteristics of items. Generally l is
unknown and it must be computed with cross-validation techniques.S contains the
first l singular value ofW that, roughly speaking, are related to the importance of
each latent characteristic. The columns ofU andV are orthonormal and represent,
respectively, the left and right singular vectors. The product USVT is the best rank-
l linear approximation ofW in terms of the Frobenius norm [24] Note that SVD
is unique except for some linear combinations of rows and columns of the three
resulting matrices and, conventionally, the diagonal elements ofS are constructed
so to be positive and sorted by decreasing magnitude.

The SVD defines a new vector space, whose dimensions are not the c metadata,
but thel << c latent semantic features. We can represent itemi into the latent space
by projecting (folding-in) the related column ofW; beingdi such column vector, its
projectiond̃i is given by:

d̃i = UTdi (3)

Similarly, metadatac can be represented into the latent space as the projection of
the related row ofW, referred to aswc, into the latent space:

w̃ = wcVS (4)

Figure 4 describes the folding-in. Let’s observe that we canproject back the vec-
tors into the original space, obtaining an approximate representation of the original
vector. Although LSA is an approximation of the original BOWspace, it has two
main advantages:

• it constitutes a great improvement in terms of memory and computation require-
ments. In fact, once the SVD has been computed by the batch stage, the system
works at real-time on the low-dimensional space defined by the l latent semantic
dimensions, much smaller than the BOW space;

• by keeping only thel most important characteristics, we filter out the data noise
and we strengthen the relationships between items and metadata. For instance, if
two metadata co-appear in many items, this means they are somehow correlated
and they will be represented similarly in the latent space. The correlation might
also be indirect, discovering hidden dependences [30, 16].
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Fig. 4 LSA: folding-in of users, items and metadata into the common latentsemantic space.

The major issue with SVD is its computational complexity: infact, in the general
case, the decomposition of am×n matrix isO(mn2). Anyway, in the case of sparse
matrices, there exist very efficient and scalable solutions. For instance, the SVD
implementation by Lanczos [5] is optimized for sparse, large matrices: referring to
z as the number of non-zero elements in the URM, the memory requirement isO(z),
and the computational complexity isO(zl), i.e., directly proportional toz and to the
number of singular values to be computed [35, 27]. In the Fastweb recommender
system we have adopted the Lanczos implementation for the SVD, porting it to run
on multi-processor architectures.

Recommending items to a user requires to estimate their relevance (rating). Thus,
as well as we represented items in the latent space, we represent users in the same
space, so that we can compute user-item correlations. A useris represented as a
set of ratings and, as well as a row of the ICM (i.e., a metadata), the user ratings
can be projected into the latent space by means of (4), wherewc must be replaced
with the user profile, i.e., a row vector of ratings. Once items and users have been
represented in the same vector space, we can compute the relevance of itemi for user
p, referred to as ˆrpi, by means of any correlation metric among vectors. The metric
used in Fastweb is a shrank version of thecosine. Assuming that thel-dimensional
vectorsr̃ p andd̃i represent, respectively, the projected user and the projected item,
the estimated rating of userp about itemi is given by:

r̂pi =
∑l

e=1 r̃pe · d̃ie
√

∑l
e=1 [r̃pe]

2 ·

√

∑l
e=1

[

d̃ie
]2

+ γ
(5)

where, for instance, ˜rpe indicates thee-th element of vector̃r p. The constantγ is
the shrinking factor which corrects the metric in the case ofscarce information,
i.e., when user or item vectors are meaningless because veryclose to the origin
(e.g., an item with few metadata).
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Observe that this representation allows to integrateexplicit user preferences,
e.g., the actors a user has explicitly declared to like. In fact, a vector of explicit
user preferences can be treat similarly to an item, i.e., a vector of metadata. Once
the explicit preferences have been folded into the latent space, the projected user
and the projected explicit preferences can be combined to form a new user profile
biased toward the explicit preferences.

4.3 Item-based collaborative algorithm

Item-based collaborative algorithms [9, 26] capture the fundamental relationships
among items. As explained in Section 4.1, two items are similar (from a ‘collabo-
rative’ point of view) if the community agrees about their ratings. Such similarity
can be represented in am×m matrix, referred to asD, where the elementdi j ex-
presses the similarity between itemi and item j. Note that, potentially,D could be
non-symmetric (e.g., the conditional probability-based similarity described in [9]),
i.e., di j 6= d ji. That means that, for instance, itemi could be very similar to itemj
(thus if a user likes itemi he would like itemj), even if item j is not similar to item
i.

Item-based algorithms represent items in the user-rating space, i.e., an item is
a vector whose dimensions are the ratings given by then users. The coordinate of
each dimension is the user rating. As a consequence, itemi corresponds to thei-
th column ofR, and the relationships among items are expressed by means ofthe
similarities among the related vectors. In the following sections we describe several
techniques to calculate the similarities among these vectors.

According to the system architecture shown in Figure 3, matrix D represents the
model of the recommender system and its calculation, being computational inten-
sive, is delegated to the batch part of the recommender system. The real-time part
generates a recommendation list by using such model. Given the profile of the target
userp to recommend (represented by a vector of ratings), we can predict the rating
r̂pi by computing the weighted sum of the ratings given by userp on the items sim-
ilar to i. Such ratings are weighted by the similarity with itemi. Referring to Qi as
the set of items similar toi, the prediction of ˆrpi can be formulated as:

r̂pi =
∑ j∈Qi

d ji · rp j

F
(6)

whereF is a normalization factor. Such factor could be simply set to1 or, as dis-
cussed in [26], it can be computed as:

F = ∑
j∈Qi

∣

∣d ji
∣

∣ (7)

thus assuring that ˆrpi is within the predefined rating scale. Note that, being an item-
based, model-based approach, userp can be recommended even tough it is not taken



A Recommender System for an IPTV Service Provider 17

into account during the model construction (in fact the batch stage computes a model
of the items). This allows, for example, (i) to build the model with a subsample of
users (e.g., in order to respect time and memory constraints) and (ii) to recommend
a user even if his profile is new or update with respect to the moment the model was
calculated.

Once computed the predicted ratings for all the items in the dataset that have not
been rated by the target user, such ratings are sorted and theN highest-rated items
compose the top-N recommendation list.

The set Qi can be reduced by considering, for instance, only the items with a
similarity greater than a certain threshold, or thek most similar items. This latter
approach is the classicalkNN (k-nearest-neighbors) approach. Section 6 shows that,
by varyingk, the quality of recommendations varies accordingly.

When using implicit datasets, similarity metric is usually computed using a
frequency-based approach, as the one discussed by Deshpande and Karypis in [9].
For instance, when we only dispose of binary values, a high similarity between item
i and itemj means that when someone buys itemi, it is very likely that he will buy
also itemj.

We can treat implicit datasets by considering each item as a vector in the user-
rating space, where now the coordinates are binary values. Again, the similarity
between two items can be computed as the similarity between the correspondent
vectors, for example by means of the cosine metric.

With regard to implicit ratings, the cosine similarity is a special case of a more
general approach that we refer in the following as direct relations (DR). In its basis
formulation, the item-to-item matrixD used with the DR is given by:

D = RT ·R (8)

The elementsdii on the principal diagonal is the total number of ratings for item
i, while the other elementsdi j represent the number of users that have seen both
item i and item j. The model (i.e.,D) can be post-processed by means of a post-
normalization, whose general expression is [9]:

di j←
di j

dii
β d j j

γ + c
(9)

whereγ, β , andc are constant parameters whose optimal values depend on the data-
set. The constantc is a shrinking factor [14], correcting the item-to-item similarity
measure where poor information is available.

The model has been further enhanced by considering akNN (k-nearest-neigh-
borhood) approach. For each item, we consider only thek most similar items (re-
ferred to as the item’s neighborhood), wherek is to be chosen, for instance, by means
of cross-validation techniques. By keeping only these items, we discard the noise of
the items poorly correlated to the target item, improving the quality of recommen-
dations.
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Note that the aforementioned approaches are based on counting the co-rated
items and they can be efficiently performed by any DBMS (Database Management
System) using simple SQL statements without the need of external programs.

4.4 Dimensionality-reduction-based collaborative algorithm

Collaborative algorithms based on dimensionality reduction techniques describe the
dataset (i.e., users and items) by means of a limited set offeatures. These features are
different in their meaning from the features typically extracted in the case of content-
based algorithms. In fact, the latter are characteristics concerning the content of
items (e.g., the genre of a movie, the singer of a song,. . . ), while the features used
by collaborative algorithms are not based on the content, but on the implicit way the
user community interacts with the items.

Let us assume that an item can be described by means ofl features, i.e., it is
represented as a vector in thel-dimensional feature space. Similarly, a user is rep-
resented by a vector in the same space. As a consequence, the correlation between
userp and itemi (i.e., how much the item matches the user interests) can be com-
puted as the similarity between the correspondent vectors,for instance by means of
their inner product:

r̂pi =
l

∑
e=1

ape ·bie (10)

where,ape andbie are thee-th (unknown) features for userp and itemi, respectively.
The point is to compute thel features which minimize the prediction error be-

tween the estimated ˆrpi and the actual valuerpi.
For instance, Paterek in [20] applies an optimization method, referred to as reg-

ularized singular value decomposition, already used in thedomain of natural lan-
guage processing [12]. Thel features of users and items are estimated by minimiz-
ing the metric RMSE (Root Mean Square Error), one feature at atime, using an
optimization technique based on gradient descent. The metric RMSE is defined as:

RMSE=

√

1
n ∑

p,i
(r̂pi− rpi)

2 (11)

In this implementation we have used again SVD, that has applied directly to the
URM, similarly to the LSA. In fact, the URM can be factorized as:

R̂ = U ·S·VT (12)

where, again,U is an× l orthonormal matrix,V is am× l orthonormal matrix, and
S is al× l diagonal matrix containing the firstl singular values, sorted in decreasing
order.

The rating of userp about itemi can be predicted as:
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r̂pi =
l

∑
e=1

upe · see · vie (13)

whereupe is the element in thep-th row ande-th column ofU, vie is the element in
the i-th row ande-th column ofV, andsee is the singular value in thee-th row and
e-th column ofS.

Assuming thatup represents thep-row of U andvi the i-row of V, (13) can be
rewritten as:

r̂pi = up ·S·vT
i (14)

Reminding thatU andV have orthonormal columns, by multiplying both terms of
(12) byV, we can state that:

up ·S= r p ·V (15)

wherer p is thep-th row of R (i.e., the profile vector of userp). Consequently, (14)
can be reformulated as:

r̂pi = r p ·V ·vi
T (16)

By means of (16) we are able to recommend any user, even if his profile r p is new
or it has been updated since our model was created (i.e., since the SVD was per-
formed). This represents a great advantage when compared, for instance, with other
dimensionality-reduction techniques (e.g., the regularized SVD), where the features
for a certain user are pre–computed and fixed during the modelconstruction.

In order to predict all the ratings for userp, (16) can be straightforwardly ex-
tended as:

r̂ p = r p ·V ·VT (17)

Note that the product betweenV andVT results into am×m item-to-item matrix,
whose meaning is very similar to the item-to-item matrixD discussed in Section 4.3
about item-based algorithms.

Similarly to LSA, there are several advantages in using suchSVD-based ap-
proach:

• SVD represents items and users in a low-dimensional space. OnceR has been
factorized, which can result particularly challenging, the system operates with
vectors having onlyl dimensions, much less than the original space ofn users
andm items;

• SVD reduces the noise in the data. In fact, by neglecting the singular values with
low magnitude we are discarding the least-informative data, which is typically
noisy [10, 8];

• SVD strengthens the relationships among the data. Thus, if two vectors (either
users or items) are similar (because somehow related), theyare represented closer
in the l-dimensional feature space than in the original space. Observe that the
relationship might also be indirect, i.e., by means of the SVD we could discover
hidden dependences among users or items.

With regard to the algorithm architecture described in Section 3.2, the matrix
factorization (12) is delegated to the batch part, while theprediction of ratings (16)
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can be performed at real-time. The real-time process estimates the ratings for all the
unrated items of the target user, then such ratings are sorted and theN highest-rated
items are selected to form the top-N recommendation list. Inour tests, the time spent
for computing the top-N recommendation list of a certain user by means of (16) is
few milliseconds, fitting any real-time requirements.

5 Recommender services

This section presents the implemented recommender services and how they impact
into the user interfaces and the IPTV architecture. The recommender system can
generate both content-based and collaborative-based recommendations. As summa-
rized in Figure 5, content-based algorithms are applied both to VOD and live TV
domains, while collaborative algorithms are applied only to VOD. In fact, we have
already observed in Section 4.1 that collaborative algorithms are not practicable in
this domain since new programs continuously enter the system, and collaborative
algorithms are not able to recommend new items till they are viewed/rated by a
substantial number of people.

Fig. 5 Application of recommender algorithms to VOD and live TV.

At the current stage of the integration, Fastweb is exposingthe full set of recom-
mender services to a selected set of beta test users before the effective release. The
other customers have access to a reduced set of the recommender functionalities.
An example of the user interface available by means of the STBis shown in Figure
6.

The services released to the full customer base concern one of the catalog of VOD
domain. Recommendations are provided by the LSA-CB algorithm presented in
Section 4.2. The content-based algorithm has been preferred for the first few months
of activity because collaborative algorithms suffer from the cold-start problem, as
explained in Section 4.1. Moreover, collaborative recommenders need to record the
behavior of users. This faces Fastweb with delicate legal questions that require, for
instance, to obtain authorizations from customers for storing and managing their
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data, and to implement solutions to grant confidentiality and anonymity of such
information.

Fig. 6 Recommender system user interface

6 System evaluation

In this section we first discuss the quality of the recommender system by means
of accuracy metrics computed adopting an off-line testing.We later present some
feedbacks from the on-line analysis of the recommender system.

The off-line tests are based on the views collected during 7 months of users’
activity from one of the VOD catalogs. Figure 7 shows the evolution of the number
of views. The average number of views per days is about 1600, with up to 3300
views during week-end days. Figure 8, 9, and 10 complete the analysis by showing
the time evolution of, respectively, the number of active users, the number of active
items, and the dataset density. Active users are users that have rated at least one
item. Similarly, active items are items that have been ratedby at least one user. The
dataset density is the ratio between the number of ratings and the product of the
number of active users and the number of active items. We can notice from Figure
10 that the trend is not monotone. In fact, when a new user watches her/his first
item, we have one new active user, and the dataset decrease its density.
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Fig. 7 Number of views collected during 7 months of users’ activity fromone of the VOD catalogs.
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Fig. 8 Number of active users from the same VOD catalog.
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Fig. 9 Number of active items from the same VOD catalog.
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Fig. 10 Evolution of rating density in the same VOD catalog. Density is computed by considering
the number of views (i.e., ratings) with respect to the number of active users and active items.

6.1 Off-line analysis

Typical approaches for recommender system evaluation are based either on error
metrics (e.g., RMSE and MAE) [22] or classification accuracymetrics (e.g., recall,
precision, and fall-out) [15, 7]. Since we only dispose of implicit ratings, expressing
positive user interests, we are practically constrained inevaluating the quality of
the system by means of accuracy metrics. To this end, Tables 1and 2 present the
recall of the three algorithms described in Sections 4.2, 4.3, and 4.4, respectively:
the LSA-CB, the item-based-CF and the SVD-CF algorithms.

Recall is often used in information retrieval, where it specifies the percentage
of relevant items that have been retrieved by, for instance,a search engine. In our
domain, recall indicates how many movies that users have effectively watched are
recommended by the recommender algorithm. To this purpose,we follow a leave-
one-out approach:

• for each user in the test set, we select one rated item
• the selected item is removed from the user profile, and we generate a recommen-

dation for this modified user profile; items already rated by the user are filtered
out from the recommendation list.

• if the removed item is recommended within the first 5 positions we have ahit,
i.e., a movie that has been watched by a user has been recommended by the
algorithm (accordingly to the Fastweb user interface, the recommended list is
limited to 5 items);

• the process is repeated for each item and for each user.

The recall is the percentage of hits with respect to the number of tests.
The test set is selected differently according to the kind ofalgorithm. In fact,

content-based algorithms build their model by using the ICM, and the test set can
be the whole URM. On the other hand, the model of collaborative algorithms is
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based on the URM itself, so they have been evaluated with a 10-fold cross validation
approach, i.e., we have randomly split the users into 10 folds and, in turn, one fold
has been used as test set for computing the recall, while the remaining nine folds
have been used to generate the model. Each test fold is analyzed by means of the
leave-one-out approach. The reported results are the average recall among the 10
folds.

The tables report the recall of the recommender algorithms both after 3 months
of activity and after 6 months of activity, showing the time evolution of the sys-
tem. Furthermore, the quality of recommendation of the three algorithms described
in Section 4 are compared with a trivial algorithm, used onlyfor comparison pur-
poses: thetop-rated. The top-rated algorithm is a basic collaborative algorithm that
recommends to any user a fix list of items, ordered from the most popular to the less
popular (discarding items already rated by the user).

Algorithm Parameter
Recall

3 months6 months

Item-based-CF

k = 10 16.8% 14.9%
k = 50 18.7% 16.4%

k = 100 19.0% 16.6%
k = 150 18.8% 16.5%

SVD-CF

l = 5 15.1% 12.7%
l = 15 12.6% 13.3%
l = 25 10.9% 11.5%
l = 50 9.3% 9.9%

l = 100 6.3% 8.0%

LSA-CB

l = 50 1.9% 1.7%
l = 100 2.3% 2.3%
l = 150 2.4% 2.4%
l = 200 2.5% 2.5%

Top-rated 12.2% 7.7%

Table 1 Recommendation quality concerning the considered VOD catalog.

For instance, Table 1 shows that during these 6 months of activity the best algo-
rithm is the item-based collaborative algorithm, and the best configuration is with
a neighborhood sizek equals to 100. From Table 1 we can observe some particular
aspects:

1. in some cases the quality of recommendations after 6 months is lower than after
3 months;

2. the quality of the top-rated algorithm is fairly good;
3. the quality of the content-based is poor, even less than the top-rated algorithm.

As for the first observation, we expect that as the system collects ratings, it ac-
quires more precise user profiles and the quality of recommendations should im-
proves. However, this is not always true, as, for instance, [7] shows about a family
of item-based collaborative algorithms based on naive Bayesian networks (NBN).
Furthermore, the analysis we are conducing is not taking into consideration that time
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evolution concerns not only the ratings, but the items too. Indeed, after 3 months of
activity there are 510 active items, while after 6 months we have 621 active items.
In terms of probability, after 3 months an algorithm has to pick up 1 items among
510 candidates, while after 6 months the number of candidates is 621, as shown in
Figure 9. As a partial counter-effect, while active items are increasing, users rate
more items, and algorithms discard these items. Anyway, this minimally compen-
sates the item-increase effect. In fact, while active itemsincrease from 510 to 621,
the average profile length increases from about 3 items per user to about 6 items per
user, as shown in Figure 11.
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Fig. 11 Time evolution of the average user profile length. Profile lengths are computed on users
active in one of the VOD catalogs.

As for the second and the third observation, they find a commonexplanation. The
scarce quality of the content-based algorithm and the high quality of the top-rated
algorithm partially depend on the testing methodology based on the leave-one-out
approach. Indeed, the recall resulting from leave-one-outis biased toward the recall
of the algorithm on popular items, since they are the most numerous, so the most
tested. Content-based is extremely is poor because it disregards item popularity. On
the other hand, top-rated is particularly advantaged because, when the user profiles
are short (e.g., during the cold start), most of the users have probably watched the
most popular items, as shown in [7]. Furthermore, often users expect novel pos-
sibilities from a recommender system and recommending popular items does not
address this concept known asserendipity [15].

For the above reasons, we present in the following a further evaluation of the
quality of the recommender algorithms, where the most popular items have been
excluded from the tests and the recall is computed only on thenon-popular items,
addressing the well-know concept referred to as long-tail [2]. Figure 12 illustrates
the distribution of ratings between popular and unpopular items. For instance, we
can observe that about the 50% of ratings is concentrated in the 10% of the most-
popular items (short-head), while the remaining 90% of items (long-tail) refers only
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to the 50% of ratings: one of the primary reason for integrating a recommender sys-
tem is to push up the sells of long-tail items, since they represent potential incoming
for a service prodiver. However, recommending long-tail items is harder than rec-
ommending short-head items.
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Fig. 12 Long-tail effect: 50% of ratings concerns 10-12% of popularitems (short head).

Table 2 reports the recall when the 10 most-popular items have been discarded
from testing (referred to as non-top-10), and the recall when the short-head (most-
popular) items, representing the 50% of the total number of ratings, have been dis-
carded from testing (referred to as non-top-50%).

Algorithm Parameter
Recall non-top-10 Recall non-top-50%
3 months6 months 3 months6 months

Item-based-CF

k = 10 14.0% 13.2% 7.7% 9.6%
k = 50 14.0% 13.8% 6.8% 9.0%
k = 100 13.8% 13.5% 6.2% 8.3%
k = 150 13.5% 13.2% 6.1% 7.9%

SVD-CF

l = 5 6.6% 6.8% 0.7% 1.4%
l = 15 11.5% 10.2% 1.2% 3.5%
l = 25 12.6% 12.0% 2.2% 4.9%
l = 50 11.4% 11.2% 4.8% 7.8%
l = 100 7.6% 9.3% 9.8% 11.8%

LSA-CB

l = 50 2.1% 1.8% 1.8% 1.7%
l = 100 2.3% 2.3% 2.0% 2.5%
l = 150 2.5% 2.5% 2.1% 2.5%
l = 200 2.6% 2.6% 2.2% 2.6%

Top-rated 0.4% 1.0% 0% 0%

Table 2 Recommendation quality in one of the VOD catalogs for long-tail items, i.e., items not in
the top-10 and not in the top-50%, respectively.

From Table 2 we can note that:
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1. the quality of the content-based algorithm is constant;
2. collaborative algorithms decrease their quality when recommending unpopular

items, and top-rated fails;
3. unpopular items are better recommended by the dimensionality-reduction-based

collaborative algorithm than by the item-based collaborative algorithm.

As for the first observation, the content-based algorithm isconfirmed not to be
affected by item popularity.

On the contrary, the recall of collaborative algorithms decreases. Among them,
the top-rated algorithm quality drastically falls down and, in fact, top-rated is not
able to recommend long-tail items.

Moreover, we can observe that for recommending non-top-10 items the best al-
gorithm is again the item-based collaborative algorithm. However, when we focus
on the long-tail (non-top-50%), the dimensionality-reduction-based collaborative al-
gorithm overtakes the item-based. Again, we can observe that the dimensionality-
reduction-based collaborative algorithm follows a positive trend as the system col-
lects more ratings, increasing its capability in recommending unpopular items.

6.2 On-line analysis

In this section we integrate the previous results, obtainedfrom an off-line analy-
sis of the recommender algorithms, with an on-line analysis, i.e., we directly study
the feedback on the running recommender system. As explained in Section 5, the
reported data refer to the content-based algorithm appliedon one of the VOD cata-
logs.

In order to empirically evaluate the recall, we assume that whether a user watches
a movie after it has been recommended by the system, such movie is relevant for
the user and this represents asuccess for the recommender system.

Let us define therecommendation success, which measure the number of movies
that have been viewed within a certain time period after being recommended. Indi-
cating withb(t) the recommendation success and withw(t) the number of movies
watched by the same users within a time periodt from a recommendation, we can
compute anempirical recall as the percentage ratio between the recommendation
success and the number of views:

empirical recall(t) =
b(t)
w(t)

(18)

The empirical recall represents the percentage of views that have been triggered
by the recommender algorithm. The specified indexes depend on the time periodt
that is taken into consideration after the recommendation has been provided to the
user. Please note that a too long time periodt could loose the dependency between
the recommendation and the view. Table 3 shows the average quality of the system
computed by monitoring the views within 2 hours, within 24 hours, and within 7
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days from the recommendation. The reported results distinguish between popular
and unpopular items.

From the table we can observe that the empiric recall is larger for unpopular
movies with respect to popular movies. In fact, popular movies are already known
by users, even without being suggested by the recommender system. For instance,
either the user has already watched a popular movie (e.g., atcinema) or it is not
interested in it.

As a further analysis, about 64% of the recommendation successes refers to
unpopular movies (i.e., non-top 50%), while only 36% refersto popular movies
(i.e., top 50%), i.e., the recommender system is stimulating users to watch un-
popoular movies, with a positive effect on the long-tail.

2 hours 24 hours 7 days

All 17.0% 19.8% 24.7%
Top 10 5.1% 7.0% 10.6%
Non-top 10 24.2% 27.6% 32.1%
Top 50% 9.4% 11.5% 16.2%
Non-top 50% 28.4% 32.2% 36.1%

Table 3 Average empiric recall on the considered VOD catalog. Results refer to three time periods
after the recommendation (2 hours, 24 hours, and 7 days) and are separated between popular and
unpopular movies.

Moreover, we highlight the benefits of the recommender system by measuring
the lift factor that it introduces in the number of views, i.e., the increaseof views
due to the recommender system. Generally speaking, the number of views in IPTV
systems depends on the size of the customer base. Furthermore, we have to take into
consideration that new users tend to view more movies than existing users. In addi-
tion to a constant incoming of new users, we have bursts of newusers corresponding
to marketing campaigns. For instance, Figure 13 shows the trend of the whole Fast-
web customer base during more than two-year activity. The steep parts of new users
are related to promotional campaigns. For privacy reasons,the real number of users
is hidden and replaced with a proportional value.

In order to describe the correlation between users and views, we have defined an
autoregressive moving average (ARMAX) model, whose inputsare the current size
of the customer base and the number of new users. The parameters of the ARMAX
model are estimated and validated by considering 50 weeks ofusers’ activity before
the integration of ContentWise. Figure 14 compares the actual number of views with
the number of views estimated by the model. In order to smoothdaily variability,
views are aggregated by week. Splitting the data into training and validation sets,
the RMSE on the validation set results below 2%.

The model is then used to estimate the number of views in the first 20 weeks
after the integration of the recommender system. As shown inFigure 15, we have
an increase of views with respect to the number of views estimated by the model, and
this increase can be attributed to the impact of the recommender system, since the
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Fig. 14 Weekly number of viewsbefore the introduction of ContentWise.

other potential factors (e.g., marketing campaigns) are included into the ARMAX
model. On average, the lift factor within this period is equals to 15.5%.

Finally, we analyze how users look for interesting content in the considered VOD
catalog. Figure 16 shows the daily number of search requestsby means of the rec-
ommender system, the keyword-based search engine, and the alphabetic browsing,
respectively. The gap between the requests to the recommender system and the re-
quests to the other searching tools indicates that users effectively utilize the recom-
mender algorithm to search for movies.

7 Conclusions

The integration of the ContentWise recommender systems into the Fastweb archi-
tecture positively impacts both the customers and the service provider. Three major
considerations derive from the on-line analysis, confirming the positive effects of
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the recommender system: (i) users prefers to browse the VOD catalog by means of
the recommender interface, (ii) users tend to watch recommended movies within
few hours, and (iii) users increase the number of watched movies.

Further experiments are currently running on the other catalogs of Fastweb, test-
ing and tuning the quality of all the implemented recommender algorithms and mon-
itoring the cold-start phase of the system in order to complete the release of recom-
mender services. Other ongoing works are addressing the problem of accurately
estimating implicit ratings from user behavior.
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