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Abstract In this chapter we describe the integration of a recommesyigem into
the production environment of Fastweb, one of the largesbfean IP Televi-
sion (IPTV) providers. The recommender system implemeotis tollaborative and
content-based techniques, suitable tailored to the speeijuirements of an IPTV
architecture, such as the limited screen definition, theaed navigation capabil-
ities, and the strict time constraints. The algorithms atteresively analyzed by
means of off-line and on-line tests, showing the effectasmnof the recommender
systems: up to 30% of the recommendations are followed byrehpse, with an
estimated lift factor (increase in sales) of 15%.

1 Introduction

IP Television (IPTV) broadcasts multimedia content (empyies, news programs,
documentaries) in digital format via broadband Interndtvoeks [23, 17]. IPTV
services include scheduled television programs and vigedemnand (VoD) con-
tents [29]. In the rest of the chapter we will genericallyerefo both scheduled
television programs and video-on-demand conteniteas.

In this chapter we present the integration of the NeptungaténtWise recom-
mender system in Fastweb, the first company in the world te ftewnched fully
IP-based broadband TV services, in 2001. Fastweb servekédsiof thousands of
IPTV customers, with a catalog of thousands of multimediateots. Since 2007
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Fastweb is part of the Swisscom group. ContentWise recordereaigorithms have
been developed with the cooperation of the Computer SciBegartment at the
Politecnico di Milano.

Differently from conventional television, IPTV allows antéractive navigation
of the available content [13] and, in particular, IPTV alkte collect implicit usage
data and explicit user preferences for providing a persoedlser navigation. The
user interacts with the IPTV system by means of a speciatrel@ic appliance,
referred to aset-top-box (STB). There are substantial peculiarities of the STB that
limit the user interaction: (i) users control the STB by meafa remote control,
which is rather limited in the set of actions it allows to merf, (i) the user interface
is shown on a TV screen typically designed to be looked at faodistance larger
than that between a PC and the user, and (iii) the system dahlsmultimedia
content, whose navigation is not particularly fast, maibngécause of the channel
switching time.

Differently from traditional e-commerce domains (e.g., &on, Netflix, iTunes,
IMDB, Last.fm) where recommender systems have been erplolPTV recom-
mender systems need to satisfy particular requirements:

o the list of proposed items has to be small because of theslihsitreen definition
and the reduced navigation capabilities;

e the generation of the recommended items must respect vamtishe constraints
(few milliseconds) because TV'’s customers are used to aresponsive system;

e the system needs to scale up in a successful manner with hethumber of
customers and items in the catalog;

e part of the catalog is highly dynamic because of live broatichannels.

The recommender system deployed in Fastweb generatesmegaiations by
means of two collaborative algorithms (based on iteméaisimilarities and di-
mensionality reduction techniques) and one content-bakgrithm (based on la-
tent semantic analysis). The recommender system selecigdiper algorithm de-
pending on the context. For instance, if the user is reading\de synopsis, looking
for movies with his preferred actors, the algorithm usetiésdontent-based one. In
order to respect the strict real-time requirements, themecender system and the
underlying algorithms follow a model-based approach and teeen logically di-
vided into two asynchronous stages, the batch stage anddh@me stage.

The input data of the whole architecture is composed by:h@)item-content
matrix and (ii) the user-rating matrix. The item-contenttrixa(ICM) describes the
main attributes (metadata) of each item, such as the titnodvie, the set of actors
and its genre(s). The user-rating matrix (URM) collectsrtitings (i.e., preferences)
of users about items. Ratings are mainly implicit, e.g., ghstem can detect if a
user watched a program, without knowing explicitly the issepinion about that
program.

Before deploying the recommender system in productiomresite performance
analysis has been performed by meang-&dld cross validation. The results sug-
gests a 2.5% recall for the content-based algorithm, whiecbllaborative algo-
rithms are able to reach a recall of more than 20%.
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The recommender system has been released to productionrameint in Octo-
ber 2008 and is now available for one of the Fastweb VOD cgsal®he system
is actually providing, on average, 30'000 recommendatjmersday, with peaks of
almost 120 recommendations per minute during peak hoursin®@manalysis shows
that almost 20% of the recommendations are followed by ahase from the users.
The estimated lift factor (i.e., increase in VOD sales) i%15

The rest of the chapter is organized as follows. Section @slhioe typical archi-
tecture of an IPTV provider. Section 3 presents the architeof the recommender
system. Section 4 describes the implemented recommenglaithins. Section 5
explains the recommender services implemented into thevEadPTV architec-
ture. Section 6 evaluates the quality of recommendatioinsillff, Section 7 draws
the conclusions.

2 IPTV Architecture

IPTV, also called Internet Protocol Television, is a videovice that delivers high
quality traditional TV channels and on-demand video andacontents over a pri-
vate IP-based broadband network. From the end users pavep&eTV looks and
operates just like a standard TV service. The providersweebin deploying IPTV
services range from cable and satellite TV carriers to leetgphone companies and
private network operators. IPTV has a number of unique feat[13]:

Support for interactive TV:  differently from conventional TV, where the com-
munication is unidirectional, the two-way capabilitied®TV systems allow the
user to interact with the system.

Time shifting:  IPTV permits the temporal navigation of programs (e.g# flas
ward, pause and rewind) thanks to the Personal Video Rexp(BVR), a mech-
anism for recording and storing IPTV content for later viegi

Personalization: IPTV allows end users to personalize their TV viewing expe-
rience by letting them decide what they want to watch and wthegy want to
watch it.

Figure 1 shows a generic IPTV system architecture that stgpfiee broadcast
TV channels (also callelinear channels) and video on-demand (VOD). Broadcast
TV service consists in the simultaneous reception by thesusktraditional TV
channels either free-to-air or pay-per-view. Video on-dathservice consists in
viewing multimedia content made available by the serviaigler, upon request.

The IPTV data center (also known as tieadend) receives linear channels from
avariety of sources including terrestrial, satellite aablle carriers. Once received, a
number of different hardware components, ranging from éaroand video servers,
are used to prepare the video content for delivery over araed network. On-
demand contents are stored in fast storage boxes (e.qy, adid-state disks).

The set-top-box (STB) is an electronic appliance that cots® both the net-
work and the home television: it is responsible for proaagsihe incoming packet
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Fig. 1 Architecture of an IPTV system.

stream and displaying the resulting video on the televisidre user interacts with
the STB by means of a hand-held remote control. The remot&atagives the
user access to additional features of the STB, such as th&die Program Guide
(EPG), alisting of available channels and program for aareded time period (typ-
ically 36 hours or more).

2.1 IPTV search problems

To benefit from the rich set of IPTV channels and contentsisuseed to be able
to rapidly and easily find what they are actually interestecind do so effortlessly
while relaxing on the couch in their living room, a locatioheve they typically do
not have easy access to the keyboard, mouse, and closeeap siisplay typical of
desktop web browsing. However, searching for a live chaonal VOD content is
a challenging problem for IPTV users [11].

When watching live television, users browse through a setvailable chan-
nels until they find something interesting. Channel sedectzapping) involves two
steps: (a) sampling the content to decide whether to comiimstop watching the
channel, and (b) switching across multiple channels foeaggd sampling, until
a desired channel is found. The problem of quickly finding rilgbt channel be-
comes harder as the number of channel offerings grows in md8dV systems.
Moreover, IPTV channel switching time is not particulaysponsive, compared to
traditional TV, because of technological limitations [19]
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When searching for VOD content, IPTV users generally havéheenavigate a
complex, pre-defined, and often deeply embedded menuwsteuat type in titles or
other key phrases using an on-screen keyboard or triplepap on the remote con-
trol keypad. These interfaces are cumbersome and do netwedllas the range of
content available increases. Moreover, the televisioaests usually offer a limited
resolution with respect to traditional personal computeesns, making traditional
graphical user interfaces difficult to use.

This differs from traditional web-based domains (e.g.paimerce web sites),
where the content is textual, suited for information categion and keyword-
based seek and retrieval, and the input devices (keybodrthanse) allow to point
an arbitrary object on the screen and to easily enter text.

The integration of a recommender system into the IPTV itfuasure improves
the user experience by providing a new and more effective efadyrowsing for
interesting programs and movies. However, such integradias to deal with the
following issues:

User identification. The STB is used indistinctly by all the components of a fam-
ily, and the IPTV recommender system can not identify whaisally watching
a certain program.

Real-time requirements. The IPTV recommender systems must generate rec-
ommendations within very strict real-time constraintsfailliseconds) in order
to avoid a slow down of the user navigation, already affebtethe long channel
switching time.

Quality of content metadata. Differently from web-based domains, content-ba-
sed IPTV recommender algorithms makes use of low-qualittadata. This as-
pect is particularly evident with live channels, where nantent is added every
day at a very high rate, and the only available metadata #rabe used to de-
scribe programs can be found in the EPG (electronic proguadey

3 Recommender system architecture

The architecture of the Fastweb recommender system is sholigure 2. These

components are discussed in the following section. Se&ibmlescribes the infor-
mation available to the recommender system. Section 3.&itles the two-stage
architecture of the recommender algorithms, separatitwdsm batch and real-time
stage. Section 4 details the three algorithms implememt&bintentWise. Finally,

Section 5 shows the integration of the recommender systenthie existing Fast-

web architecture.
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Fig. 2 Architecture of the recommender system ContentWise.

3.1 Data collection

The logical component in charge of pre-processing the dadeganerating the in-
put of the recommender algorithm is referred talas collector. The data collector
gathers data from different sources, such as the EPG famirsfiion about the live
programs, the content provider for information about theDv€atalog and the ser-
vice provider for information about the users.

The Fastweb recommender system does not rely on persooahiation from
the users (e.g., age, gender, occupation). Recommenslaierbased on the past
users’ behavior (what they watched) and on any explicitgyeafce they have ex-
pressed (e.g., preferred genres). If the users did notfg@agi explicit preferences,
the system is able to infer them by analyzing the users’ pasftges.

An important question has been raised in Section 2: usessaicttwith the IPTV
system by means of the STB, but typically we can not identihovis actually in
front of the TV. Consequently, the STB collects the behaeiod the preferences
of a set of users (e.g., the component of a family). This &g a considerable
problem since we are limited to generate per-STB recomniemda In order to
simplify the notation, in the rest of the paper we will referuser and STB to
identify the same entity. The user-disambiguation prolthasibeen partially solved
by separating the collected information according to threetslot they refer to. For
instance, we can roughly assume the following pattern: éwives use to watch
TV during the morning, children during the afternoon, theolehfamily at evening,
while only adults watch TV during the night. By means of thisgle time slot
distinction we are able to distinguish among different ptit¢ users of the same
STB.

Formally, the available information has been structureéd iwo main matrices,
practically stored into a relational database: the itemt@at matrix (ICM) and the
user-rating matrix (URM).

The former describes the principal characteristics (nmattgdof each item. In
the following we will refer to the item-content matrix &, whose elements;
represent the relevance of characteristic (metadata) itemi. The ICM is gen-
erated from the analysis of the set of information given by ¢tlontent provider
(i.e., the EPG). Such information concerns, for instanie,title of a movie, the
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actors, the director(s), the genre(s) and the plot. Noteitha real environment
we can face with inaccurate information especially becaighe rate new con-
tent is added every day. The information provided by the IGMded to generate a
content-based recommendation, after being filtered by meftechniques for PoS
(Part-of-Speech) tagging, stop words removal, and latemtasitic analysis [31].
Moreover, the ICM can be used to perform some kind of proogssi the items
(e.g., parental control).

The URM represents the ratings (i.e., preferences) of wdswsat items. In the
following we will refer to such matrix aR, whose elements, represent the rating
of userp about itemi. Such preferences constitute the basic information for any
collaborative algorithm. The user rating can be eitherieitgr implicit, according
to the fact that the ratings are explicitly expressed bysiseare implicitly collected
by the system, respectively.

Explicit ratings confidently represent the user opiniorgrethough they can be
affected by biases [4] due to: user subjectivity, item papty or global rating ten-
dency. The first bias depends on arbitrary interpretatidnthe rating scale. For
instance, in a rating scale between 1 and 5, some user caaittieiyalue 3 to indi-
cate an interesting item, someone else could use 3 for a nci nteresting item.
Similarly, popular items tend to be overrated, while ungdapitems are usually un-
derrated. Finally, explicit ratings can be affected by glddittitudes (e.g., users are
more willing to rate movies they like).

On the other hand, implicit ratings are inferred by the aysta the basis of the
user-system interaction, which might not match the usemiopi For instance, the
system is able to monitor whether a user has watched a livgrgamoon a certain
channel or whether the user has uninterruptedly watchedvéermdespite explicit
ratings are more reliable than implicit ratings in repres@gnthe actual user interest
towards an item, their collection can be annoying from thex’sperspective.

The current deployment of the Fastweb recommender systéettsoonly im-
plicit ratings, but the system is thought to work when imipland explicit ratings
coexist. The rating scale is between 1 and 5, where valusgHas 3 express neg-
ative ratings, values greater or equal to 3 express posiitiegs. In absence of
explicit information, the rating implicitly inferred by nmitoring the user behavior
is assumed to be positive (i.e., greater than 3). In factfldre user starts watching
a certain program, there must be some characteristic opthigram appealing for
the user (e.g., actors or genre). The fact that in well-kreoylicit datasets, such as
Netflix and Movielens, the average rating is higher than 3tivates this assump-
tion. The system treats differently live IPTV programs ar@dcontent:

IPTV programs. The rating is proportional to the percentage user play time
(e.g., [18, 34)), i.e., the percentage of program the usemiached. Let us as-
sumel is the program play time artds the user play time. Play times less than 5
minutes are discarded. If a user watched the entire programating is 5, if the
user watched 5 minutes the rating is 3, otherwise the rasiagvilue between 3
and 5 given by:

t—

5
F=3+2——, 5<t<L 1
f=3+2—. 5<t< o
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wheret andL are expressed in minutes.

At this early stage of the project, the main goal is not to geéin accurate im-
plicit rating mechanism, but rather, to filter out noisy infation (e.g., TV chan-
nel zapping).

VOD movies. When watching a VOD movie, users explicitly request to buy and
to pay for that movie. For that reason, independently fromuker play time,
when a user requests a VOD movie, the system assign an itmrglicigs equals
to 4.

As aforementioned, should Fastweb start collecting etpiatings too, they will
naturally coexist with implicit ratings in the URM.

The ratings stored in the URM, before being used by the recemder algo-
rithms, are normalized by subtracting the constant valéeThis allows the algo-
rithms to distinguish between positive and negative ratifigcause values greater
or equals to 5 (i.e., 3, 4, and 5) remain positive, while values less than(iz., 1
and 2) become negative. In the rest of the chapter we willrasghat the recom-
mender algorithms receive as input a normalized URM.

Finally, users can expres=plicit preferences about the content they would like
to watch. For instance, by means of the graphical interfaceser can set his pre-
ferred actors. The content-based algorithm explained ati@e4.2 takes into con-
sideration such information and biases the recommendedesmdéeward the ex-
pressed preferences.

3.2 Batch and real-time stages

The recommender algorithms process the ICM and the URM ithestim Section
3.1 and they interface with the STB server by means of welicgegyas shown in
Figure 3.

In order to respect the strict real-time requirements, #mmmender system
and the underlying algorithms follow a model-based apgrd8e, 9], i.e., they
first develop a model of the user ratings and/or of the itehex; they compute the
recommendations. Consequently, the algorithms have twegcally divided into
two stages, theatch stage and theeal-time stage:

e the batch stage creates a low dimensional representatendimodel) of the
input data. It is usually executed during the service off{phours, with a fre-
guency which depends on the rate new items/users are adethensystem
(e.g., once a day);

e the real-time part uses the model in order to serve calls mgritom the web
services interface and satisfying the real-time condsaifhe system output can
be further constrained by post-processing, marketing ((@sy., pushing up some
movies, or filtering some channels).
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The model repository makes the two stages asynchronousy#ite the real-time
stage is recommending users by using a certain model, tbke bitge can compute
a new, updated model.

Inputs Recommender

Business web services
- Rules
v

ltems’ Content ¢

(ICM)

Real-time STB
recommendations server

Batch
processing

—
v T
Users’
Ratings (URM)

Model
Repository

Fig. 3 Recommender system: batch and real-time stage.

Despite such logical division of the recommending proctmsmodel construc-
tion in real domains can still be challenging because oftijatia size and the re-
lated time and memory requirements. For this reason, we ingplemented high-
performing, parallel versions of the most demanding maiprations, optimized
for sparse and big matrices, such as: matrix-matrix andixaegictor multiplication,
matrix transposition, column/row normalization, and silag value decomposition
(svd). In particular, svd has been used with two of the them®mmmender algo-
rithms (one content-based and one collaborative), allgwingreatly reduce the
space dimensionality, with benefits both in terms of memoy @me complexity.
As we will show in the following sections, by its own, svd defina model of the
data, cleaning up the data noise and strengthening thelattsreamong similar
information.

Realistic datasets with millions of users and items can liavarinciple pro-
hibitive memory requirements. Fortunately, matrices sasHJRM and ICM are
typically very sparse. In fact, most of the users interagy.(eate or watch) with
very few items compared with the size of the catalog (e.@ atferage users have
watched few dozens of movies in a catalog of thousands).s8paatrices can be
treated using very efficient representations. Note that) &vough such matrices are
sparse, we could have difficulties in maintaining the data@mory. For such rea-
sons, we opted for a solution based on a somafiory virtualization, similar to the
swap capability of any operating systems. Differently fritva operating system vir-
tual memory, our virtualization policy is tailored ad-har £ach matrix operation,
in order to limit the data exchange between memory and storag
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4 Recommender algorithms

The recommender system implements one content-basedtlatggCB) and two
collaborative algorithms (CF):

¢ alatent-semantic analysis content-based algorithmiresfeo ad SA-CB;

e an item-based collaborative algorithm, referred taters-based-CF;

e a dimensionality-reduction-based collaborative aldonit referred to asSvD-
CF.

In the following section we present a brief overview of theammender algorithms.
Section 4.2, 4.3, and 4.4 present the details of the threeitims, i.e., respectively,
the LSA, the item-based, and the dimensionality-redudiigorithms.

4.1 Overview of recommender algorithms

Recommender algorithms can be classified into contentsbase collaborative al-
gorithms.

The content-based approach to recommendation has itsinoiof®rmation re-
trieval, which provides a set of tools for searching for texktinformation, such as
in documents, web sites, usenet news and mail messages.

A content-based system is based on the analysis of the tooftéhe items.
The model of an item is so composed by a set of features regiegéts content.
The assumption underlying content-based techniques igtthameaning and the
relevance of items can be captured by such features:

e each feature is assigned to a weight indicating how reptates it is for an
item;

e similar items contain similar features;

e the more items contain a feature, the less representatviedgture is (i.e., it is
less important in order to distinguish an item from an other)

The feature extraction is probably the most critical phassugh systems and it
can be particularly challenging in IPTV, where resourcesran-textual, such as
audio/video streams. For instance, the textual featuresnobvie can be the genre
(e.g., commedy), the list of actors, etc. While more inténgshformation could be
obtained by analyzing the audio/video tracks, this teabgywl[11] is fairly recent
and it is necessary to examine whether it can really bringesiomprovement in this
specific domain.

The classical way of representing items in content-basedmenender is by
means of thdag-of-words (BOW) approach [6], where we consider textual features
and we only retain frequencies of words, discarding any gransemantic con-
nection. Usually the words are pre-processed by means efhisdtion, stop-words
removal and stemming [31]. The former simply splits texbitdkens (e.g., words).
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Tokens not useful for representing an item in a certain dorage discarded (stop-
words). Finally, stemming is used to normalize some kindraihgnar variability
by converting tokens to their morphological root. For exénghe words 'play’,
‘player’, 'playing’, and 'played’ would all be converted their root form, 'play’.
After the pre-processing, each token has assigned a welgjchvis proportional
to its frequency normalized using various schemes, the krastn being the TF-
IDF scheme [25, 31]. The BOW representation can be sumnuhirizée matrix\Ww,
where column represents itemh and the elementy; represents the weight (rele-
vance) of metadatafor itemi. The metadata can be the movie genre, an actor or
the director, as well as a token extracted from the movieggisoWe will presentin
Section 4.2 how the different kind of metadata have beert géthl. Analogously,
also users are represented as vectors in the space of tokdast, the profile of
a user is derived by means of a linear combination of the veatorresponding
to the items he has rated, weighted with the related usergraecommendations
are then obtained by comparing the similarity between tlttoveepresenting the
user profile and the vectors representing the items. The siodar items are then
proposed to the user. Similarity between two vectors canxpeegsed by several
metrics, such as the euclidean distance and the cosinacist25].

Content-based systems [1, 3, 21] recommend items simildrose that a user
liked in the past, by considering their features. For examible system analyzes
the movies that a user liked in the past and it constructs ehafdhe user, whose
features are the actors, the producers, the genres, tleadgeetc., that such user
prefers. Then, those movies that have a high degree of sityita the user’s pref-
erences would be recommended. For instance, whether ssussad to watch many
action movies, he will be recommended other action movieg Gharacteristic of
content-based recommender systems has two direct effeatsures that the rec-
ommended items are coherent with the user’s interestsabtite same time, the
set of recommended items could be obvious and too homogsn&bis issue is
usually referred to agver-specialization problem [3].

The main advantage of content-based techniques is thag #iry are based on
evident resource features, they can provide an undergindad immediate expla-
nation of the recommended items. Furthermore, contergebfiléering is based on
a well-know and mature technology.

In contrast to content-based, collaborative systems tspggest items to a par-
ticular user on the basis of the other-users’ preferend@sl[p In fact, in everyday
life, we often rely on recommendations from other peopldsasby word of mouth
or movie reviews. Such systems use the opinions of a comynohitsers to help in-
dividuals more effectively identify content of interesiol@borative systems assist
and augment this process. They are based on the following$aomptions:

e there are groups of users with similar tastes, which ratée¢hes similarly;
e correlated items are rated by a group of users similarly.

The concept of correlation is strongly different to the emttbased similarity
among items. For instance, here we are saying that whateyeontent of a movie
is, such movie is considered somehow “similar” to anotherloecause the commu-
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nity expressed the same evaluation for both the movies.riavance, if a user has
watched the movie “Forrest Gump”, from a collaborative paifiview the system

could suggest him to watch the movie “The Sixth Sense”. Thaiom among these
movies has apparently no sense because, looking at thentahigy are not similar

movies, but they are actually strongly-correlated becangst of the people who
have watched “Forrest Gump”, also watched “The Sixth Sense”

Starting from the previous two assumption, we can define tasses of collab-
orative recommenders, respectively, the user-based anidetin-based [33]. Both
of them are based on social interactions. In practice, based recommenders are
seldom used because of their poor quality and their mematyiare requirements.

Note that collaborative recommendation does not need taebdny feature from
the items. Thus, such systems do not have the same shorgg®that content-based
systems have. In particular, since collaborative systesa®ther-users’ preferences,
they can deal with any kind of content. Furthermore they eaommend any items,
even the ones with a content which does not correspond taemypireviously liked.

However, also collaborative systems have their own liraites.

The main drawback is that collaborative recommenders d&eetafl by thenew
item (or first-rater) problem. Since such systems recommendténesi most cor-
related to those preferred by the current user, a new itermgthe recommended
because nobody has rated it so far (the system can not defiodel far such item).
Therefore, until the new item is rated by a substantial numbesers, the recom-
mender system will not be able to recommend it. For such reasmllaborative
algorithms are not practicable in live TV domains, where meograms enter the
system at a very high rate and appear and receive ratingvésydimited time win-
dow (e.g., few hours). Note that content-based recommsmtitenot suffer for such
a problem because when new items enter into the collect@inniodel is given by
their own features.

A second issue is called tigparsity problem. In fact, the effectiveness of collab-
orative systems depend on the availability of sets of usétssimilar preferences.
Unfortunately, in any recommender system, the number ofgatalready obtained
is usually very small compared to the number of ratings torede. As a conse-
quence, it might not be possible to recommend someone witfuanastes, because
there will not be anyone enough similar to him.

As a consequence of the above two points, at the beginning aciivity, a brand
new system will not be able to provide any accurate recomuténd it is called the
cold start problem. The problem is common to all kinds of recommendstesys,
both content-based and collaborative recommenders, hihieitatter the issue is
particularly evident since their model is based only on uagngs.

In addition, since popular items are the most rated, cottath@ recommenders
are likely to be biased toward the most popular items. Fdai, if a movie has
been rated by only few people, this movie would be recomme:ndey rarely, be-
cause the predicted rating might be not reliable.
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4.2 LSA Content-based algorithm

The content-based algorithm implemented in Fastweb iscbasethe BOW ap-
proach, enhanced by means of latent semantic analysis.

Referring to Figure 2, the retrieving of features availaloleeach item in the
catalog is performed by the data collector. The featuredilteeed and weighted,
forming the ICM. The features of an item are classified ini@sal groups, referred
to asmetadata. Different kinds of items have different sets of metadata:

e VOD content: actors, directors, producers, title, seiitess £pisode name, studio
name, country, year, runtime, synopsis, available langsiag

e Live IPTV program: actors, directors, producers, channel tme scheduling,
country, runtime, year, synopsis.

The main difference between VOD and live IPTV content is thatformer can be
accessed by users at any time upon request, while the latteordy be accessed
by users at the time it is broadcasted on a certain channil.mist be taken into
consideration by the recommender algorithms.

For any item, each metadata is represented by either a $&igg the title) or
a vector of strings (e.g., the list of actors). According he kind of metadata,
each string is differently pre-processed and weighted. Wérethe metadata con-
tains proper names (i.e., actors and directors) we do ndy @y processing, but
we simply keep the string as it is. On the other hand, metadatgaining sen-
tences (i.e., the title and the synopsis) are tokenizedrditt (stop-word removal)
and stemmed. Furthermore, some metadata are more imptiréandthers, and so
the assigned weights. By means of cross-validation we mddahe weights of each
kind of metadata (i.e., title, synopsis, actors, and dinesjt In addition, the weights
of each stem in the synopsis are further multiplied for theesponding TF-IDF
value (e.g., see [25, 31]).

For instance, let us consider a movie with the following rdeta:

title: ‘the title’;

genre: ‘comedy’;

actors: ‘FirstNamel LastNamel’, ‘FirstName2 LastName?2’;
synopsis: ‘The movie’s plot’.

The related column in the ICM matri/ will have non-null weights in correspon-
dence of the following elements:

titl;

genre.comedy;
FirstNamel-LastNamel;
FirstName2-LastName2;
movi;

plot;

where actors and genre are taken as-is, while the synopsthatitle are tokenized,
stemmed (e.g., ‘titl' is the stem of ‘title’) and stop-wordse removed (e.g., ‘the’).
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In addition to this data pre-processing, the content-bagatrithm is powered
by LSA (latent semantic analysis), a method well-known ia siettings of infor-
mation retrieval for automatic indexing and searching ofwoents [16, 8]. The
approach takes advantage of the implicit structlateit semantic) in the associa-
tion of terms with documents. The technique consists in agasingW into a set
of orthogonal factors whose linear combination approx@adhe original matrix.
The decomposition is performed by means of singular valeeme@osition (SVD)

Supposing the ICM is ax n matrix (c metadata and items), it can be factorized
into three matriced) (c x 1), S(I x 1), andV (nx 1) so that:

W ~ USV'T 2)

wherel is the number of latent semantic characteristics of itemendglly! is
unknown and it must be computed with cross-validation tephes.S contains the
first | singular value ofV that, roughly speaking, are related to the importance of
each latent characteristic. The columndbéndV are orthonormal and represent,
respectively, the left and right singular vectors. The prad)SV' is the best rank-

| linear approximation ofV in terms of the Frobenius norm [24] Note that SVD
is unigue except for some linear combinations of rows androok of the three
resulting matrices and, conventionally, the diagonal elets ofS are constructed
so to be positive and sorted by decreasing magnitude.

The SVD defines a new vector space, whose dimensions areawhibtadata,
but thel << clatent semantic features. We can represent iteno the latent space
by projecting (folding-in) the related column @f; beingd; such column vector, its
projectiond; is given by:

di = UTd; (3)

Similarly, metadata can be represented into the latent space as the projection of
the related row oW, referred to asv, into the latent space:

W = w.VS 4)

Figure 4 describes the folding-in. Let's observe that wepraject back the vec-
tors into the original space, obtaining an approximateasgntation of the original
vector. Although LSA is an approximation of the original BO8fgace, it has two
main advantages:

e it constitutes a great improvement in terms of memory andprdation require-
ments. In fact, once the SVD has been computed by the batgh, $te system
works at real-time on the low-dimensional space defined &Y ldtent semantic
dimensions, much smaller than the BOW space;

e by keeping only thé most important characteristics, we filter out the data noise
and we strengthen the relationships between items and atataebr instance, if
two metadata co-appear in many items, this means they arehsmwrorrelated
and they will be represented similarly in the latent spade Gorrelation might
also be indirect, discovering hidden dependences [30, 16].
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Fig. 4 LSA: folding-in of users, items and metadata into the common |atemantic space.

The major issue with SVD is its computational complexityfdnt, in the general
case, the decomposition ofiax n matrix isO(mn?). Anyway, in the case of sparse
matrices, there exist very efficient and scalable solutiéios instance, the SVD
implementation by Lanczos [5] is optimized for sparse, damptrices: referring to
zas the number of non-zero elements in the URM, the memoryrexgant isO(z),
and the computational complexity@(2 ), i.e., directly proportional ta and to the
number of singular values to be computed [35, 27]. In thevrlstrecommender
system we have adopted the Lanczos implementation for tii Sdtting it to run
on multi-processor architectures.

Recommending items to a user requires to estimate thevamsde (rating). Thus,
as well as we represented items in the latent space, we egpnesers in the same
space, so that we can compute user-item correlations. Aisisepresented as a
set of ratings and, as well as a row of the ICM (i.e., a metgd#ia user ratings
can be projected into the latent space by means of (4), whersust be replaced
with the user profile, i.e., a row vector of ratings. Once #eand users have been
represented in the same vector space, we can compute thaedeof itemi for user
p, referred to as;, by means of any correlation metric among vectors. The metri
used in Fastweb is a shrank version of teine. Assuming that thé-dimensional
vectorsip andd; represent, respectively, the projected user and the pecjéem,
the estimated rating of us@rabout itemi is given by:

. Se17pe die
pi = =
\/2;1 [Foel?- \/zletl [che] “t+y

where, for instancerpe indicates thee-th element of vector,. The constany is
the shrinking factor which corrects the metric in the caseazfrce information,
i.e., when user or item vectors are meaningless becausecleag to the origin
(e.g., an item with few metadata).

()
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Observe that this representation allows to integexf@icit user preferences,
e.g., the actors a user has explicitly declared to like. b, fa vector of explicit
user preferences can be treat similarly to an item, i.e. ciovef metadata. Once
the explicit preferences have been folded into the lateatepthe projected user
and the projected explicit preferences can be combinedrio fonew user profile
biased toward the explicit preferences.

4.3 Item-based collaborative algorithm

Item-based collaborative algorithms [9, 26] capture thedAmental relationships
among items. As explained in Section 4.1, two items are am@ftom a ‘collabo-
rative’ point of view) if the community agrees about theitimgs. Such similarity
can be represented inmax m matrix, referred to a®, where the elemert;; ex-
presses the similarity between itérand itemj. Note that, potentiallyD could be
non-symmetric (e.g., the conditional probability-baskdilarity described in [9]),
i.e., dij # dji. That means that, for instance, iteroould be very similar to iter)
(thus if a user likes iternhe would like itemj), even if itemj is not similar to item
i.

Item-based algorithms represent items in the user-rafiages i.e., an item is
a vector whose dimensions are the ratings given bynthsers. The coordinate of
each dimension is the user rating. As a consequence,iitmresponds to the
th column ofR, and the relationships among items are expressed by meds of
similarities among the related vectors. In the followingts®s we describe several
techniques to calculate the similarities among these v&cto

According to the system architecture shown in Figure 3, m&irepresents the
model of the recommender system and its calculation, beingpatational inten-
sive, is delegated to the batch part of the recommendermydtee real-time part
generates a recommendation list by using such model. Gieprofile of the target
userp to recommend (represented by a vector of ratings), we catigbttbe rating
fpi by computing the weighted sum of the ratings given by ysen the items sim-
ilar toi. Such ratings are weighted by the similarity with iténReferring to Q as
the set of items similar tg the prediction of 5 can be formulated as:

ica dji *Tpj
fpi _ ZJEQFJ' p) (6)

whereF is a normalization factor. Such factor could be simply set tr, as dis-
cussed in [26], it can be computed as:

F= 3 |dj ()
j%! i

thus assuring thaiy"is within the predefined rating scale. Note that, being an-te
based, model-based approach, ysean be recommended even tough it is not taken
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into account during the model construction (in fact the batage computes a model
of the items). This allows, for example, (i) to build the mbdéh a subsample of
users (e.g., in order to respect time and memory constjants(ii) to recommend
a user even if his profile is new or update with respect to thmerd the model was
calculated.

Once computed the predicted ratings for all the items in gtagkt that have not
been rated by the target user, such ratings are sorted amdhighest-rated items
compose the top-N recommendation list.

The set @ can be reduced by considering, for instance, only the iteitts av
similarity greater than a certain threshold, or thmost similar items. This latter
approach is the classideNN (k-nearest-neighbors) approach. Section 6 shows that,
by varyingk, the quality of recommendations varies accordingly.

When using implicit datasets, similarity metric is usuallymputed using a
frequency-based approach, as the one discussed by Deshgrahdarypis in [9].
For instance, when we only dispose of binary values, a higiiaiity between item
i and itemj means that when someone buys iteritis very likely that he will buy
also itemj.

We can treat implicit datasets by considering each item a=ctowin the user-
rating space, where now the coordinates are binary valugainAthe similarity
between two items can be computed as the similarity betweertarrespondent
vectors, for example by means of the cosine metric.

With regard to implicit ratings, the cosine similarity is pesial case of a more
general approach that we refer in the following as direcitiehs (DR). In its basis
formulation, the item-to-item matri® used with the DR is given by:

D=R"-R (8)

The elementsl;; on the principal diagonal is the total number of ratings fem

i, while the other elements;; represent the number of users that have seen both
itemi and itemj. The model (i.e.D) can be post-processed by means of a post-
normalization, whose general expression is [9]:

dij

- 9
diPd;jY +c ©)

dij
wherey, 3, andc are constant parameters whose optimal values depend oattie d
set. The constanttis a shrinking factor [14], correcting the item-to-item damity
measure where poor information is available.

The model has been further enhanced by considerikigh (k-nearest-neigh-
borhood) approach. For each item, we consider onlyktheost similar items (re-
ferred to as the item’s neighborhood), whkig to be chosen, for instance, by means
of cross-validation techniques. By keeping only these $teme discard the noise of
the items poorly correlated to the target item, improving diuality of recommen-
dations.
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Note that the aforementioned approaches are based on mguhg co-rated
items and they can be efficiently performed by any DBMS (DasetManagement
System) using simple SQL statements without the need ofredtprograms.

4.4 Dimensionality-reduction-based collaborative algorithm

Collaborative algorithms based on dimensionality redurctechniques describe the
dataset (i.e., users and items) by means of a limited $edtofes. These features are
different in their meaning from the features typically extied in the case of content-
based algorithms. In fact, the latter are characteristicecerning the content of
items (e.g., the genre of a movie, the singer of a song,. .hijjewhe features used
by collaborative algorithms are not based on the contehybthe implicit way the
user community interacts with the items.

Let us assume that an item can be described by meah$eatures, i.e., it is
represented as a vector in thdimensional feature space. Similarly, a user is rep-
resented by a vector in the same space. As a consequencertslation between
userp and itemi (i.e., how much the item matches the user interests) canibe co
puted as the similarity between the correspondent vedtmrg)stance by means of

their inner product:
|

e=1

where ape andbje are thee-th (unknown) features for usgrand itemi, respectively.

The point is to compute thiefeatures which minimize the prediction error be-
tween the estimateq, "and the actual valueg,;.

For instance, Paterek in [20] applies an optimization metheferred to as reg-
ularized singular value decomposition, already used indtheain of natural lan-
guage processing [12]. Thdeatures of users and items are estimated by minimiz-
ing the metric RMSE (Root Mean Square Error), one featuretahe, using an
optimization technique based on gradient descent. Thaah®MSE is defined as:

1.
RMSE= /=5 (fyi ~1pi)° (11)
pi
In this implementation we have used again SVD, that has eghplirectly to the
URM, similarly to the LSA. In fact, the URM can be factorizest a
R=U-S-VT (12)

where, againy is an x | orthonormal matrixy is am x | orthonormal matrix, and
Sis al x| diagonal matrix containing the firssingular values, sorted in decreasing
order.

The rating of usep about itemi can be predicted as:



A Recommender System for an IPTV Service Provider 19

|
Fpi = z Upe - See - Vie (13)
e=1

whereupe is the element in the-th row ande-th column ofU, vie is the element in
thei-th row ande-th column ofV, andse is the singular value in the-th row and
e-th column ofS.
Assuming thau, represents th@-row of U andv; thei-row of V, (13) can be
rewritten as:
Poi = Up-S-v] (14)

Reminding thatU andV have orthonormal columns, by multiplying both terms of
(12) byV, we can state that:

wherer p, is the p-th row of R (i.e., the profile vector of uses). Consequently, (14)
can be reformulated as:

By means of (16) we are able to recommend any user, even ifrbidenr  is new
or it has been updated since our model was created (i.ee #iwecSVD was per-
formed). This represents a great advantage when comparadsfance, with other
dimensionality-reduction techniques (e.g., the regaéattiSVD), where the features
for a certain user are pre—computed and fixed during the nomehesttruction.

In order to predict all the ratings for user (16) can be straightforwardly ex-
tended as:

Pp=rp-V-VT (17)

Note that the product betweahandVT results into am x m item-to-item matrix,
whose meaning is very similar to the item-to-item mabBiriscussed in Section 4.3
about item-based algorithms.

Similarly to LSA, there are several advantages in using ssi¢b-based ap-
proach:

e SVD represents items and users in a low-dimensional spatee ® has been
factorized, which can result particularly challenginge tystem operates with
vectors having only dimensions, much less than the original space oéers
andmitems;

e SVD reduces the noise in the data. In fact, by neglectingittgutar values with
low magnitude we are discarding the least-informative datsch is typically
noisy [10, 8];

e SVD strengthens the relationships among the data. Thuspifvectors (either
users or items) are similar (because somehow related)atieagpresented closer
in the I-dimensional feature space than in the original space. @bgbhat the
relationship might also be indirect, i.e., by means of th®Své could discover
hidden dependences among users or items.

With regard to the algorithm architecture described in 6ac8.2, the matrix
factorization (12) is delegated to the batch part, whilegresdiction of ratings (16)
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can be performed at real-time. The real-time process esntlae ratings for all the
unrated items of the target user, then such ratings aredsanttheN highest-rated
items are selected to form the top-N recommendation ligiultests, the time spent
for computing the top-N recommendation list of a certainrisemeans of (16) is
few milliseconds, fitting any real-time requirements.

5 Recommender services

This section presents the implemented recommender seraiwbthow they impact
into the user interfaces and the IPTV architecture. Themegender system can
generate both content-based and collaborative-basethneendations. As summa-
rized in Figure 5, content-based algorithms are appliett bmtvOD and live TV
domains, while collaborative algorithms are applied oplyWOD. In fact, we have
already observed in Section 4.1 that collaborative algor#t are not practicable in
this domain since new programs continuously enter the systed collaborative
algorithms are not able to recommend new items till they éeeved/rated by a
substantial number of people.

vOD Live TV

ltem-based CF

SVD-CF

LSA-CB

Fig. 5 Application of recommender algorithms to VOD and live TV.

At the current stage of the integration, Fastweb is exposiadull set of recom-
mender services to a selected set of beta test users befoeffiehtive release. The
other customers have access to a reduced set of the recomnfandtionalities.
An example of the user interface available by means of the SEBown in Figure
6.

The services released to the full customer base concerrf imeaatalog of VOD
domain. Recommendations are provided by the LSA-CB algoripresented in
Section 4.2. The content-based algorithm has been prdfiaréhe first few months
of activity because collaborative algorithms suffer frdme told-start problem, as
explained in Section 4.1. Moreover, collaborative recomdags need to record the
behavior of users. This faces Fastweb with delicate legastipns that require, for
instance, to obtain authorizations from customers forirgoand managing their
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data, and to implement solutions to grant confidentialitd anonymity of such
information.
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Fig. 6 Recommender system user interface

6 System evaluation

In this section we first discuss the quality of the recommersgstem by means
of accuracy metrics computed adopting an off-line testiig. later present some
feedbacks from the on-line analysis of the recommendeesyst

The off-line tests are based on the views collected duringoths of users’
activity from one of the VOD catalogs. Figure 7 shows the etioh of the number
of views. The average number of views per days is about 16@8,uwp to 3300
views during week-end days. Figure 8, 9, and 10 completeriblysis by showing
the time evolution of, respectively, the number of activerasthe number of active
items, and the dataset density. Active users are users déhatrfated at least one
item. Similarly, active items are items that have been rhiedt least one user. The
dataset density is the ratio between the number of ratingsttas product of the
number of active users and the number of active items. We aacenfrom Figure
10 that the trend is not monotone. In fact, when a new userhgatber/his first
item, we have one new active user, and the dataset decreaemity.
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Fig. 7 Number of views collected during 7 months of users’ activity frame of the VOD catalogs.
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Fig. 8 Number of active users from the same VOD catalog.
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Fig. 9 Number of active items from the same VOD catalog.
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Fig. 10 Evolution of rating density in the same VOD catalog. Density isipated by considering
the number of views (i.e., ratings) with respect to the numbectif@users and active items.

6.1 Off-lineanalysis

Typical approaches for recommender system evaluation asedbeither on error
metrics (e.g., RMSE and MAE) [22] or classification accurasstrics (e.g., recall,
precision, and fall-out) [15, 7]. Since we only dispose oplitit ratings, expressing
positive user interests, we are practically constrainedvialuating the quality of
the system by means of accuracy metrics. To this end, Tabdesl 2 present the
recall of the three algorithms described in Sections 4.2, @nd 4.4, respectively:
the LSA-CB, the item-based-CF and the SVD-CF algorithms.

Recall is often used in information retrieval, where it gfies the percentage
of relevant items that have been retrieved by, for instaac®earch engine. In our
domain, recall indicates how many movies that users haeetdfely watched are
recommended by the recommender algorithm. To this purpesdollow a leave-
one-out approach:

e for each user in the test set, we select one rated item

e the selected item is removed from the user profile, and wergemna recommen-
dation for this modified user profile; items already ratedhxy wser are filtered
out from the recommendation list.

o if the removed item is recommended within the first 5 posgiare have dit,
i.e., a movie that has been watched by a user has been recamthby the
algorithm (accordingly to the Fastweb user interface, fmmmended list is
limited to 5 items);

e the process is repeated for each item and for each user.

The recall is the percentage of hits with respect to the nummbiests.

The test set is selected differently according to the kin@lgbrithm. In fact,
content-based algorithms build their model by using the J@kt the test set can
be the whole URM. On the other hand, the model of collaboeatilgorithms is
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based on the URM itself, so they have been evaluated withfal@@ross validation
approach, i.e., we have randomly split the users into 1Gsfald, in turn, one fold
has been used as test set for computing the recall, whilesthaining nine folds
have been used to generate the model. Each test fold is aedabyzmeans of the
leave-one-out approach. The reported results are thegaveegall among the 10
folds.

The tables report the recall of the recommender algorithotis after 3 months
of activity and after 6 months of activity, showing the timeokition of the sys-
tem. Furthermore, the quality of recommendation of thedfalgorithms described
in Section 4 are compared with a trivial algorithm, used dolycomparison pur-
poses: theop-rated. The top-rated algorithm is a basic collaborative algonithat
recommends to any user a fix list of items, ordered from thet prmysular to the less
popular (discarding items already rated by the user).

Recall

B month$6 months
k=10 | 16.8% | 14.9%
k=50 | 18.7% | 16.4%
k=100| 19.0% | 16.6%
k=150| 18.8% | 16.5%
| =5 15.1% | 12.7%

| =15 12.6% | 13.3%

Algorithm  |Paramets

Item-based-C

SVD-CF =25 | 10.9% | 11.5%
=50 | 9.3% | 9.9%
=100 | 6.3% | 8.0%
=50 | 1.9% | 1.7%
— 0, 0,
Lsa.cg | !=100| 23% | 2.3%

=150 | 2.4% 2.4%
=200 | 25% | 2.5%
Top-rated 122% | 7.7%

Table 1 Recommendation quality concerning the considered VOD catalog

For instance, Table 1 shows that during these 6 months ofitgdtie best algo-
rithm is the item-based collaborative algorithm, and thst lsenfiguration is with

a neighborhood sizk equals to 100. From Table 1 we can observe some particular
aspects:

1. in some cases the quality of recommendations after 6 mamtbwer than after
3 months;

2. the quality of the top-rated algorithm is fairly good;

3. the quality of the content-based is poor, even less thatofirrated algorithm.

As for the first observation, we expect that as the systenectsliratings, it ac-
quires more precise user profiles and the quality of recondatémns should im-
proves. However, this is not always true, as, for instandestiows about a family
of item-based collaborative algorithms based on naive 8iapenetworks (NBN).
Furthermore, the analysis we are conducing is not takirggdohsideration that time
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evolution concerns not only the ratings, but the items todeéd, after 3 months of
activity there are 510 active items, while after 6 months weeh621 active items.
In terms of probability, after 3 months an algorithm has tckpip 1 items among
510 candidates, while after 6 months the number of candidaté21, as shown in
Figure 9. As a partial counter-effect, while active itemes arcreasing, users rate
more items, and algorithms discard these items. Anywag,rthinimally compen-
sates the item-increase effect. In fact, while active itémeease from 510 to 621,
the average profile length increases from about 3 items getoasbout 6 items per
user, as shown in Figure 11.

Average profile length

1 L 1 L L L 1 L L L 1
0 20 40 60 80 100 120 140 160 180 200

Elapsed days

Fig. 11 Time evolution of the average user profile length. Profile leagire computed on users
active in one of the VOD catalogs.

As for the second and the third observation, they find a comemptanation. The
scarce quality of the content-based algorithm and the higtlity of the top-rated
algorithm partially depend on the testing methodology Hasethe leave-one-out
approach. Indeed, the recall resulting from leave-ondasaoiased toward the recall
of the algorithm on popular items, since they are the mostaraos, so the most
tested. Content-based is extremely is poor because ipdiste item popularity. On
the other hand, top-rated is particularly advantaged Issaudhen the user profiles
are short (e.g., during the cold start), most of the userse paobably watched the
most popular items, as shown in [7]. Furthermore, oftensus&pect novel pos-
sibilities from a recommender system and recommending lpojtems does not
address this concept known sesendipity [15].

For the above reasons, we present in the following a furtii@luation of the
quality of the recommender algorithms, where the most opitdms have been
excluded from the tests and the recall is computed only oméimepopular items,
addressing the well-know concept referred to as long-Bdilfigure 12 illustrates
the distribution of ratings between popular and unpoputms. For instance, we
can observe that about the 50% of ratings is concentratdtii@% of the most-
popular items (short-head), while the remaining 90% of gélong-tail) refers only
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to the 50% of ratings: one of the primary reason for integoaé recommender sys-
tem is to push up the sells of long-tail items, since theyeegnt potential incoming
for a service prodiver. However, recommending long-t&ivis is harder than rec-
ommending short-head items.

90+

0k ‘ Short-head ‘

Long-tail
items

items

% of items
3
7

L
70 80 90 100

Popular items Unpopular items

Fig. 12 Long-tail effect: 50% of ratings concerns 10-12% of popitiams (short head).

Table 2 reports the recall when the 10 most-popular items baen discarded
from testing (referred to as non-top-10), and the recallmthe short-head (most-
popular) items, representing the 50% of the total numbeatifigs, have been dis-
carded from testing (referred to as non-top-50%).

Recall non-top-10Q|Recall non-top-50%

Algorithm  |Parametg[3 month$6 month3|3 monthg 6 monthg
k=10 14.0% | 13.2% 7.7% 9.6%
tem-based.cl K=50 || 14.06 | 13.86 || 6.8% | 9.0%
k=100 | 13.8% | 13.5% 6.2% 8.3%
k=150 | 13.5% | 13.2% 6.1% 7.9%
| =5 6.6% 6.8% 0.7% 1.4%
| =15 11.5% | 10.2% 1.2% 3.5%
SVD-CF || _%5 | 126% | 12.0% | 22% | 4.9%
| =50 11.4% | 11.2% 4.8% 7.8%
| =100 7.6% 9.3% 9.8% 11.8%
| =50 2.1% 1.8% 1.8% 1.7%
| =100 2.3% 2.3% 2.0% 2.5%
LSA-CB | =150 2.5% 2.5% 2.1% 2.5%
| =200 2.6% 2.6% 2.2% 2.6%

Top-rated 0.4% | 1.0% 0% 0%

Table 2 Recommendation quality in one of the VOD catalogs for longins, i.e., items not in
the top-10 and not in the top-50%, respectively.

From Table 2 we can note that:
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=

the quality of the content-based algorithm is constant;

2. collaborative algorithms decrease their quality whexnmemending unpopular
items, and top-rated fails;

3. unpopular items are better recommended by the dimengjereduction-based

collaborative algorithm than by the item-based collakieeadlgorithm.

As for the first observation, the content-based algorithieoisfirmed not to be
affected by item popularity.

On the contrary, the recall of collaborative algorithmsrdases. Among them,
the top-rated algorithm quality drastically falls down aidfact, top-rated is not
able to recommend long-tail items.

Moreover, we can observe that for recommending non-togelfs the best al-
gorithm is again the item-based collaborative algorithrawigver, when we focus
on the long-tail (non-top-50%), the dimensionality-retime-based collaborative al-
gorithm overtakes the item-based. Again, we can obsentghbalimensionality-
reduction-based collaborative algorithm follows a pesitirend as the system col-
lects more ratings, increasing its capability in recomniregdnpopular items.

6.2 On-lineanalysis

In this section we integrate the previous results, obtainech an off-line analy-
sis of the recommender algorithms, with an on-line analyss we directly study
the feedback on the running recommender system. As explan8ection 5, the
reported data refer to the content-based algorithm applieghe of the VOD cata-
logs.

In order to empirically evaluate the recall, we assume thegtiver a user watches
a movie after it has been recommended by the system, suctersokelevant for
the user and this representsuacess for the recommender system.

Let us define theecommendation success, which measure the number of movies
that have been viewed within a certain time period afterdpestommended. Indi-
cating withb(t) the recommendation success and witl) the number of movies
watched by the same users within a time petidi®m a recommendation, we can
compute arempirical recall as the percentage ratio between the recommendation
success and the number of views:

b(t)

w(t)

The empirical recall represents the percentage of viewshaze been triggered
by the recommender algorithm. The specified indexes depenidectime period
that is taken into consideration after the recommendatamb®en provided to the
user. Please note that a too long time petiegduld loose the dependency between
the recommendation and the view. Table 3 shows the averadityopf the system
computed by monitoring the views within 2 hours, within 24irg and within 7

empirical recallt) = (18)
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days from the recommendation. The reported results disshgoetween popular
and unpopular items.

From the table we can observe that the empiric recall is faigreunpopular
movies with respect to popular movies. In fact, popular res\are already known
by users, even without being suggested by the recommeng®msyFor instance,
either the user has already watched a popular movie (e.ginata) or it is not
interested in it.

As a further analysis, about 64% of the recommendation sgeserefers to
unpopular movies (i.e., non-top 50%), while only 36% refergpopular movies
(i.e., top 50%), i.e., the recommender system is stimudatisers to watch un-
popoular movies, with a positive effect on the long-tail.

| || 2hours| 24 hours| 7 days |

All 17.0% 19.8% | 24.7%
Top 10 5.1% 7.0% | 10.6%
Non-top 10 24.2% 27.6% | 32.1%
Top 50% 9.4% 11.5% | 16.2%
Non-top 50% 28.4% 32.2% | 36.1%

Table 3 Average empiric recall on the considered VOD catalog. Resefiés to three time periods
after the recommendation (2 hours, 24 hours, and 7 days) and arateeplaetween popular and
unpopular movies.

Moreover, we highlight the benefits of the recommender sysig measuring
thelift factor that it introduces in the number of views, i.e., the increafseiews
due to the recommender system. Generally speaking, theetushliews in IPTV
systems depends on the size of the customer base. Furtieemmohave to take into
consideration that new users tend to view more movies thatirex users. In addi-
tion to a constant incoming of new users, we have bursts ofusens corresponding
to marketing campaigns. For instance, Figure 13 shows ¢inel of the whole Fast-
web customer base during more than two-year activity. Téepsparts of new users
are related to promotional campaigns. For privacy reagbhaggeal number of users
is hidden and replaced with a proportional value.

In order to describe the correlation between users and vieatave defined an
autoregressive moving average (ARMAX) model, whose inpatsthe current size
of the customer base and the number of new users. The pararoétbe ARMAX
model are estimated and validated by considering 50 weeksear§’ activity before
the integration of ContentWise. Figure 14 compares theshotumber of views with
the number of views estimated by the model. In order to smdatly variability,
views are aggregated by week. Splitting the data into tngirind validation sets,
the RMSE on the validation set results below 2%.

The model is then used to estimate the number of views in teeZr weeks
after the integration of the recommender system. As showrigare 15, we have
an increase of views with respect to the number of views edéichby the model, and
this increase can be attributed to the impact of the recordaresystem, since the
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Number of users

| | | | | | |
] 100 200 300 400 500 600 700 800
days

Fig. 13 Number of Fastweb users. The real number of users is proportiotta teported value.
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Fig. 14 Weekly number of viewbefore the introduction of ContentWise.

other potential factors (e.g., marketing campaigns) ackiited into the ARMAX
model. On average, the lift factor within this period is elgua 15.5%.

Finally, we analyze how users look for interesting contarthe considered VOD
catalog. Figure 16 shows the daily number of search reqbgstseans of the rec-
ommender system, the keyword-based search engine, antptiadatic browsing,
respectively. The gap between the requests to the reconeneystem and the re-
quests to the other searching tools indicates that userstietly utilize the recom-
mender algorithm to search for movies.

7 Conclusions

The integration of the ContentWise recommender systerostiat Fastweb archi-
tecture positively impacts both the customers and thesepiovider. Three major
considerations derive from the on-line analysis, configrtime positive effects of
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Fig. 15 Weekly number of viewsfter the introduction of ContentWise.
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Fig. 16 Comparison among different ways of searching for interestingecdnthe recommender
system (related movies), the keyword-based search engine, aatpttabetic browsing. Values
are reported in a logarithmic scale.

the recommender system: (i) users prefers to browse the \d@ddog by means of
the recommender interface, (ii) users tend to watch recamdet movies within
few hours, and (iii) users increase the number of watchedesov

Further experiments are currently running on the otheldagsaof Fastweb, test-
ing and tuning the quality of all the implemented recommeiadfgorithms and mon-
itoring the cold-start phase of the system in order to coteplee release of recom-
mender services. Other ongoing works are addressing th#epnoof accurately
estimating implicit ratings from user behavior.
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