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Abstract

The vastly increasing number of online hotel room bookings are not only intensifying the competition in the travel
industry as a whole, but also prompt travel intermediates (i.e. e-companies that aggregate information about different
travel products from different travel suppliers) into a fierce competition for the best prices of travel products, i.e.
hotel rooms. An important factor that affects revenues is the ability to conclude profitable deals with different travel
suppliers. However, the profitability of a contract not only depends on the communication skills of a contract manager.
It significantly depends on the objective information obtained about a specific travel supplier and his/her products.
While the contract manager usually has a broad knowledge of the travel business in general, collecting and processing
specific information about travel suppliers is usually a time and cost expensive task. Our goal is to develop a tool that
assists the travel intermediate to acquire the missing strategic information about individual hotels in order to leverage
profitable deals. We present a GIS-based decision-support system that can both, estimate objective hotel room rates
using essential hotel and locational characteristics and predict temporal room rate prices. Information about objective
hotel room rates allow for an objective comparison and provide the basis for a realistic computation of the contract’s
profitability. The temporal prediction of room rates can be used for monitoring past hotel room rates and for adjusting
the price of the future contract. This paper makes three major contributions. First, we present a GIS-based decision
support system, the first of its kinds, for hotel brokers. Second, the DSS can be applied to virtually any part of the
world, which makes it a very attractive business tool in real-life situations. Third, it integrates a widely used data
mining framework that provides access to dozens of ready to run algorithms to be used by a domain expert and it offers
the possibility of adding new algorithms once they are developed. The system has been designed and evaluated in close
cooperation with a company that develops travel technology solutions, in particular inventory management and pricing
solutions for many well-known websites and travel agencies around the world. This company has also provided us with
real, large datasets to evaluate the system. We demonstrate the functionality of the DSS using the hotel data in the
area of Barcelona, Spain. The results indicate the potential usefulness of the proposed system.

Keywords: Hedonic methods, Hotels, Price prediction, Geographic Information Systems, Regression Analysis, Data
Mining

1. Introduction

With the ongoing penetration of the Internet and mo-
bile technologies into all aspects of our lives, the number
of online users is growing rapidly. As a result, consumer
behavior is changing towards online shopping, which pro-
vides such benefits as product and price comparisons, ease
of use, speed of purchase transaction, and trust [1, 2]. This
trend is especially noticeable in the travel domain. More
and more online travel websites have been emerging, in-
cluding hotel advertisements and websites that aggregate
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information about hotel room rates around the world [3].
The advantage of travel aggregates, which are also referred
to as travel intermediates or brokers is that they allow cus-
tomers to simultaneously gather information about many
hotels at their travel destination. Thus, the user can com-
pare prices easily rather than having to search for single
information about individual hotels and having to visit
each hotel’s website.

The competition between travel intermediates is very in-
tense and there are many risk factors that can degrade rev-
enues such as the quality of the website (ease of use, visual
attractiveness) [4], the speed of execution, the level of user
satisfaction [5], the lack of innovative tools and services,
and the level of professionalism of their employees. How-
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ever, the most important factor is the ability to contract
with different travel suppliers. This factor is characterized
by two underlying issues: contracting with as many travel
suppliers as possible and concluding profitable contracts.
While the first issue is mostly organizational, the second
issue is related to the personal ability of contract managers
to conclude contracts and their comprehensive knowledge
of the travel business. This knowledge, however, is depen-
dant on the strategic information available about a specific
travel supplier and his or her products. In reality, strategic
decisions are reached using a limited amount of informa-
tion due to the inability to acquire and process sufficient
information in a sufficiently short time. With this in mind,
we aim in this paper to improve the decision-making capa-
bility of hotel brokers by introducing a GIS-based decision
support system. Our decision support system enables the
broker to objectively estimate hotel room rates based on
the intrinsic and locational characteristics as well as his-
toric room rates of a given hotel or hotels with similar
characteristics.

The analysis of product prices and factors that influence
the price has been widely used in finance, economics and
real estate property assessments since Rosen [6] formulated
the property of price as the weighted sum of the differ-
ent characteristics composing the product. In the hedonic
pricing model (usually analyzed by linear regression) that
he proposed, independent variables are the product char-
acteristics relevant for the analysis, while the price serves
as a dependent variable. Therefore, by finding the hotels
with the same characteristics that affect hotel prices, it
will be possible to compare room rates between similar
hotels.

For understanding the factors that affect property prices
and hotel room rates in particular, the use of the he-
donic pricing theory has received much attention (e.g.
[7, 8, 9, 10, 11, 12]). However, the results show that
there is no universal solution as to what characteristics
should be included and what analytical methods should
be applied [13]. Sometimes the results are even contra-
dictory [14]. Among the various reasons for differences in
results, we can name such factors as: empirical methods
selected for the analysis (linear and non-linear regression
estimators, parametric and non-parametric algorithms);
data quality and completeness; region of application; and
characteristics included in a model.

The various studies in property valuation, including the
hotel domain, showed the importance of considering such
locational characteristics as the relative distance of a prop-
erty to a city center or the distance to business centers
in the models. Moreover, hotels have their distinguishing
properties, such as the proximity to the waterfront. How-
ever, including locational characteristic into the model is
very difficult for several reasons. First, the definition of
locational properties is usually an ill-structured problem
since it is difficult to agree on the definite spatial res-
olution (distance, areas, spatial density), which may or
may not influence the results. It is easier to answer the

question about non-spatial characteristics like Is there a
hairdryer in the room? than answering the question How
many points of interest are there around the hotel? since
around is not precisely defined in terms of distance. Sec-
ond, the precision and availability of the spatial data limit
its use in the analysis.

For these reasons, a completely automated solution pro-
cess [9] is not feasible since the guidance of an expert is
paramount in the case of ill-structured problems and the
task at hand. Clearly, there is a need for an interactive
decision-support system (DSS) [15, 16, 17] that would help
the analyst in testing different hypotheses regarding price
factors for selected hotels. In this system, the analyst will
be able to select the region of investigation by accessing
all the necessary data from his/her corporate database. It
would allow him/her to add additional data that he/she
thinks is important in the analysis. Such data, for exam-
ple, could be points of interest around hotels, transporta-
tion availability, historical places or information about the
proximity of a hotel to the waterfront, etc. Enabling the
analyst to build different models and apply various algo-
rithms, the system will help the analyst decide about the
desirability of a hotel and the objective room rate.

Geographic Information System (GIS) technology has
proven to be useful for businesses. Its addition to a busi-
ness decision-making environment improves the perfor-
mance of the decision-maker [18]. Moreover, the impor-
tance of GIS in property valuation has been discussed in
numerous works (e.g. [19, 20, 21, 22, 23, 24, 25, 26, 27,
28, 29, 30]). However, the usage of GIS in these instances
was mostly limited, either to utilizing spatial queries and
distance measures or it was limited to one location only.
A few works discuss the implementation requirements of a
GIS. In any case, these were not robust due to the lack of
appropriate technology, incompatibility in programming
interfaces, or were implemented by integrating different
components by data import and export facilities, which
Denzer [31] called null integration. At the same time, no
work, to the best of our knowledge, presented a robust and
easy-to-use GIS-based solution that can be used in real life
scenarios.

In contrast to past attempts, we provide a flexible and
highly interactive GIS-based decision support system with
rich functionality. Our system is integrated with a real
GIS that provides support in order to input and layer spa-
tial data; to represent complex spatial relations; to ana-
lyze spatial data; and to output spatial data in the form
of maps [32]. The problem of spatial data acquisition, a
crucial factor in past research, has been solved by utiliz-
ing OpenStreetMap crowdsourcing data [33], which com-
prises contributions from thousands of individuals around
the world. Although, some features like the proximity of a
hotel to the seafront are not available in OpenStreetMap,
the analyst can use simple user interface to decide about
this feature and to note that the hotel is being examined
further with regard to this information. The integrated
data mining package provides the domain expert with ac-
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cess to dozens of available, ready to run algorithms.
The contribution of the paper can be summarized as

follows:

1. The decision support system that we developed meets
the real world business requirements of hotel broker-
age companies for estimating a hotel’s objective room
rates.

2. Due to the integration of OpenStreetMap public data,
the proposed DSS can be applied on different parts
of the world and is not constrained to analyzing a
specific region, as is usually the case in instances cited
in the academic literature.

3. The provision of attributes that are usually difficult if
not impossible to acquire or determine, e.g. proximity
to the waterfront or attributes that are based on spa-
tial characteristics (radius, distance), is facilitated by
an interface that allows the domain expert to provide
the desired information.

4. The framework is not limited to a predefined hotel
characteristic and a single regression estimator but
can use a variety of linear and non-linear estimators
available in the data mining package that is embedded
into the framework along with the capability of select-
ing the characteristics the domain expert believes to
be important in a particular situation. This feature
is particularly important since economic theory does
not provide guidance about selecting characteristics
and determining how these characteristics relate func-
tionally to their product price and what are the best
algorithms to apply [13, 34].

2. Related Work

In this section we review works related to the field of
property valuation and the characteristics that influence
the hotel room prices. The methods, which are used in
both fields, are very common and are based on hedonic
pricing models.

There are two main approaches inherent in the hedonic
model. The first seeks to estimate how individual charac-
teristics influence the overall price of a property or a room
(Section 2.1). The second approach deals with generating
and evaluating a model that can be used in the price pre-
diction (Section 2.2) that is close to the goal of our paper.
Finally, we show related works in which hedonic pricing
models are integrated with a GIS (Section 2.3).

2.1. Determinants of room rates

The influence of a hotel location on room rates and the
price contribution of a specific attribute were investigated
in [35]. Initially, Bull included five independent variables
in the hedonic model (hotel star rating, age of a building,
availability of a restaurant, distance from the city center,
and a binary variable side that represents whether a hotel
faces a river side). However, age and side were excluded

from the final model because their influence on the vari-
ance was insignificant. The results showed that the dis-
tance from the center is the strongest spatial determinant
of hotel room rates (the room rate fell per kilometer from
the center). In addition, the availability of a restaurant
and hotel rating in stars increased the room rate.

Israeli [36] studied the influence of the number of rooms,
star rating and corporate affiliation on room prices using
215 hotels and 30,000 rooms in three regions in Israel (Tel-
Aviv, Jerusalem, and Eilat). The star rating was found to
be the most consistent determinant in hotel price differ-
ences. However, the brand affiliation showed contradic-
tory results. While for hotels in the Tel-Aviv area, brand
affiliation had no influence on the price, brand affiliation
increased the room rates in the Jerusalem area. In Eilat
the chief factor in hotel price differences was the price dis-
counts. The number of rooms and consequently the size
of a hotel was another significant factor - the larger the
hotel, the higher the room prices.

Examining 15 bed and breakfasts with a total of 36
rooms in Walworth County, Wisconsin, Monty and Skid-
more [7] used a hedonic pricing model and regression anal-
ysis to study the influence of hotel characteristics on price
and willingness to pay. The results showed that location
is the strongest determinant for willingness to pay. The
price of a bed and breakfast accommodation increases if
it is located less than a mile from a city center. Other
significant price determinants are room sizes, availability
of hot tub, and private bathroom. Swimming pool, theme
rooms, air conditioning, fireplace, kitchen appliances, the
overall number of rooms in the accommodation, and gift
certificates were found to be insignificant.

The relationship between availability of certain hotel at-
tributes and room rates for single and double rooms was
investigated in [8] using the data from about 74 hotels in
and around Oslo, Norway. Among the attributes included
in the model were the availability of mini-bars and hairdry-
ers which proved to be the strongest determinant of room
rates. In the case of single rooms, the rate was signifi-
cantly higher in chain affiliated hotels but lower in hotels
that offered room service. In the case of double rooms,
chain affiliation had no influence on the room rate, while
the distance from the center of Oslo was a significant fac-
tor for a decrease in prices. Such attributes as swimming
pool or availability of restaurant had no influence on the
prices.

By applying quantile regression analysis, it was shown
in a study about hotels in Taiwan [10] that the age of
hotels is negatively related to the hotel price, while hotel
size has a positive influence on the price. It was also shown
that chain affiliation and distance from the center of the
city had no influence on the room rates. In another study
that included 73 hotels in Taipei [11], it was found that
room rates were significantly influenced by hotel location,
TV, Internet access, and availability of the fitness center,
while breakfast, business centers or swimming pools did
not influence the room price.
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A recent study on the effect of the location on the room
prices at airport hotels in the US, [12] showed that hotel
prices are affected by the proximity of a hotel to an airport
or to central business districts. The room rates were higher
in hotels that were affiliated with a chain and in hotels that
provided free parking. However, the room rates were lower
in hotels that provided free breakfast.

2.2. Property valuation

To improve estimations, research in property valuation
has lately begun to concentrate on comparisons between
the performance of various algorithms in addressing such
issues as data normality, multicollinearity, heteroscedas-
ticity, non-linearity, spatial dependency and spatial het-
erogeneity.

Methods based on neural networks were compared to
the multiple regression in [37, 38, 26, 39] and showed that
non-parametric methods do generally not outperform tra-
ditional multiple regression methods. In other studies the
results proved the opposite [40].

To address the issue of a possible price variability over
a large area (spatial non-stationarity), [41] examined the
effect of geographically weighted regression (GWR) [42]
on predictive accuracy. This method generates a separate
regression equation for each data point, and gives more
weights to points located near the given data point. Both,
the R-squared goodness of fit and the predicted accuracy
of GWR, were higher than the traditional linear regres-
sion model. In a recent study, [43] tested several models
including GWR. The authors report that according to the
goodness of fit measure, the performance of GWR was bet-
ter, while its coefficients were correlated. This, according
to the author, reduced confidence in the method.

2.3. GIS Integration

Sarip [27] utilized MapInfo Professional GIS software to
facilitate integration of spatial data into an artificial neu-
ral network model of property valuation. The GIS was
used for measuring distances between properties, spatial
queries and thematic mapping. However, due to the lack
of a common programming interface, the spatial modeling
and price valuation tasks were divided into several hetero-
geneous components.

Kaboudan and Sarkar [29] proposed modeling the pre-
diction of individual property prices using average neigh-
borhood home prices instead of individual home prices.
Three different neighborhood specifications were defined:
census tract, assessor’s parcel number, and zip code. How-
ever, the authors encountered a problem of proper resolu-
tion and extension of neighborhoods that was not possible
to define without using a GIS. The authors used ArcGIS
and its usage was limited to only two preparational tasks:
geocoding of house addresses and boundary definition of
neighborhoods according to each of the three specifica-
tions.

Garćıa et al. [30] integrate a GIS into an automated pro-
cess for property valuation. Although, the GIS was specif-
ically developed for the problem of property valuation, its
usage was limited in several aspects. First, the area of
applicability was limited to properties in Albacete, Spain.
Second, only after the artificial neural network model had
been trained automatically, the domain expert was able to
use the GIS to select a property for valuation. The GIS was
developed in a SciViews graphics environment of R soft-
ware, which is designed to enable software development of
generic GUI-based solutions. Such solutions do not allow
development of fully functional geographical information
systems.

3. Problem Domain

Figure 1: Interaction between hotels and hotel intermediates

Profitability of any travel intermediate is directly re-
lated to the discount rate contracts that are acquired and
to the intermediate’s ability of selling the product to cus-
tomers. Travel intermediates are dependent on their staff
of professional and highly paid hotel contract managers to
negotiate the best contract. Since the number of hotels
in the world is rather large and the negotiation process
is long, any particular travel intermediate has a relatively
small amount of contractors it can assign to any of the
available destinations. Consequently, a contractor is faced
with two challenges: (1) to identify hotels that fit the pro-
file of their end customers, and (2) to identify hotels to
which managers would be inclined to give better rates dur-
ing negotiations.

The interaction between hotels and hotel intermediates
is schematically depicted in Figure 1. A hotel usually has
its own website where it directly promotes its rooms. The
website is the most profitable selling channel because no
intermediates are involved. However, the exposure of a
hotel web page to a vast audience is limited because cus-
tomers prefer using one or two travel web sites to compare
hotel price lists rather than to search for individual hotels.
Therefore, hotels are interested in having other channels
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advertise them in order to increase exposure to end cus-
tomers.

As depicted in Figure 1, Hotel A is exposed through the
Hotel Broker A channel, while Hotel B is exposed through
the Hotel Broker B channel. Similarly, hotel brokers pro-
mote their products through consumer websites and offline
travel agents. The hotel broker may also sell hotel nights
to other broker company if that brokerage company does
not have already a contract with the hotel. The hotel in-
termediate can obtain the best price by working directly
with the hotel. The hotels sell room nights to the ho-
tel brokers in the form of discount rate contracts. Hotel
brokers are committed (as part of the contract) to retain-
ing the prices that appear on their online channels sim-
ilar to the prices provided by hotels through their own
websites. Therefore, the revenue of the travel intermedi-
ates constitutes the difference between the final hotel price
and the contract cost. Consequently, the travel interme-
diates are very much interested in concluding the contract
at the lowest possible price and to deal with the hotels di-
rectly rather than buying rooms from other hotel brokers.
This means that, the analysis of existing contracts and
knowledge about similar hotels will facilitate the decision-
making about the profitability of a future contract. If a
Hotel Broker B knows that Hotel A is identical to Hotel
B (whose contract they have already acquired) in terms of
characteristics that determine the hotel prices, then this
knowledge will provide the leverage to negotiate a prof-
itable deal with Hotel A. The proposed decision support
system is designed to help the hotel brokerage company
acquire the knowledge it needs about Hotel A. In addi-
tion, the same approach can also help in analyzing the
profitability of existing deals by finding hotels similar in
terms of their characteristics but different in regard to the
prices they advertise.

4. Data

The hotel data below was provided by Travel Global
Systems (TGS)1, a travel service provider and hotel bro-
kerage company. The data is divided into a static and a
dynamic components. The static data includes the names
of hotels, their internal IDs, their location coordinates in
World Geodetic System (WGS84), hotel facilities, room
amenities, and hotel categories. The dynamic component
includes the room prices for one night that customers re-
ceived during their search for accommodation, the date of
search, and the date of order. The type of room desired
was not specified in the data. This is why we assume that
the average price of a hotel is related to a standard room
type, most common in most of the hotels. Consequently,
we selected only those room amenities that corresponded
to a standard room. Table 1 presents the complete list of
attributes available for analysis.

1http://www.travelholdings.com/

Each amenity and facility type has an internal identifica-
tion number. However, preprocessing was required since
some of the amenities and facilities that referred to the
same entity were represented by different IDs and names.
For example, what was referred to as Wireless Internet in
one hotel, was referred to as High-speed Internet at an-
other. We manually processed all the amenities and facili-
ties and merged those that referred to the same entity pro-
viding a mapping between corporate IDs and those used
in our system.

5. Models

As was discussed in Section 1, hedonic pricing models
are usually used for property valuation and for determining
the influence of individual characteristics on room rates.
The room rate is averaged during a time period selected
for analysis and expressed through the linear or non-linear
combination of property (hotel) characteristics. However,
hotel room prices are very volatile and prices may drasti-
cally change from season to season. Room rates depend
also on the gap between the day a customer searches for
available rooms and the day he/she wants to check-in. In
general, it can be expected that the larger the time in-
terval between the search date and the check in date, the
lower the price of a hotel room. Consequently, the price
estimation that uses only the hedonic model is insufficient
for accurately estimating hotel room prices. Moreover, the
hedonic pricing model does not cope with daily price varia-
tions. Therefore, we propose two models. The first model,
referred to as static, is based on hedonic pricing where the
prices are expressed through static characteristics. The
second model, referred to as dynamic, is based on histori-
cal hotel room rates only. The following sections describe
the structure of these models in detail.

5.1. Static model

During the discussion with the TGS representatives, in-
cluding contract managers, about their requirements, we
were asked to enhance support for analyzing locational
characteristics. The commonly used distance to a city cen-
ter is too general a measure to capture price differences
between hotels. It is also imprecise because it is difficult
to precisely determine whether the city center is a geo-
graphical location or simply a virtual concept. And it is
very possibly that there may be more than one city center.
It was therefore decided to introduce more geographical
relations such as density, area, and distance. According
to the requirements, the static model should capture the
difference between regions with few and with many hotels;
regions with few and with many points of interest; whether
a hotel is located in one of these regions; the area of such
regions; and the distance from points of interest to hotels.

To address the areal relationship between hotels, we first
had to transform the point-based geographical space into
a region-based representation. For this, we used Voronoi
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tessellation [44]. The Voronoi tessellation decomposes the
metric space into regions of nearest neighbors using a set of
generating points. Every point in a region is closest to the
generating point that generated the given region. In our
study, this set of points can be any external data impor-
tant for determining hotel prices (e.g. museums, historical
places, transportation locations). The example of a model
generated by Voronoi tessellation using museum data is
presented in Figure 2. Red polygons are the generated re-
gions and museum sites are the generating points used to
generate the regions. Figure 3 shows the location of the
hotels with respect to the generated regions. The size of
the region indicates the relative density of the generating
points. Therefore, the larger area indicates the region of
low density of a specific point of interest, while the smaller
area indicates a point of interest’s higher density. Conse-
quently, we can judge the relative popularity of a hotel
with respect to the region in which it is located. The
advantage of Voronoi tessellation over other possible clus-
tering approaches is that it does not have any controlling
parameters and produces only one solution if the number
and location of generating points does not change. The
following generating points were included into the over-
all model: museums, historical places, places of worship,
transportation, restaurants and pubs.

In addition to the intrinsic hotel attributes presented
in Table 1, the following locational attributes were intro-
duced:

• Nearest Object Count - Counts the number of ob-
jects that are nearest to hotels for each of the gen-
erating points and for each hotel. In other words,
each hotel that happens to be located the nearest to
a point of interest gets score of 1 for a specific point
of interest and incrementing its score for each point
of interest for which it is the nearest.

• Hotels in Neighborhood - The number of hotels in
the neighborhood of a given hotel. The neighborhood
was defined as a radius of a user-specified size. Three
default sizes were defined: 100m, 200m, and 500m.
We would like to stress the difference between re-
gions generated by Voronoi Tesselation and the neigh-
borhoods. Regions provide some useful information
about popularity of hotels relative to a point of inter-
est. Neighborhoods provide useful information about
the popularity of a specific hotel relative to the points
of interest around the hotel within the specified ra-
dius.

• Objects in Neighborhood - The number of objects
(museums, restaurants, etc) in the neighborhood of a
given hotel. The same radius size as in Hotels in
Neighborhood was used.

• Hotel-Object Distance - The distance from a hotel
to an object in km.

• Region Coverage - A region that covers a hotel.

• Hotels-Area - The density of hotels in each region as
a number of hotels in the region divided by the area
of the region in square km.

The price variable was specified as an average market
price by dividing the average hotel room price by the aver-
age hotel room price of all hotels selected for analysis. The
non-normalized real and estimated prices were then recov-
ered by multiplying the average market price and the pre-
dicted price on the denominator (the average hotel room
price of all hotels). The average hotel room price was cal-
culated as follows. First, the price of a hotel room for a
given day was calculated as an average price at a given
search date and all the combinations of check-in dates.
Then, the total average price of a hotel was calculated as
an average of hotel room prices over all dates for which
users performed the search.

The above procedure can be formalized as following: Let
pi,j,k.l denotes the unit daily price reported by the system
for hotel i and check-in date k as a response to lth search
performed on search date j. Thus the average room price
for a given hotel on a certain search and check-in dates is
computed as:

pi,j,k.∗ =
∑
∀l

pi,j,k.l (1)

Then the average room price for a given hotel on a cer-
tain search date is calculated as:

pi,j,∗.∗ =
∑
∀k

pi,j,k.∗ (2)

Note that the last equation goes over all possible check-
in dates stored in the database (i.e. all check-in dates in
which at least one user has asked for a quotation).

Based on Equation (2) it is possible now to calculate the
grand average of hotel i, namely:

pi,∗,∗.∗ =
∑
∀j

pi,j,∗.∗ (3)

Finally we calculate the normalized price value of hotel
i as following:

yi =
pi,∗,∗.∗∑
∀i pi,∗,∗.∗

(4)

Note that for Equation (4) we assume that all hotels in
the database are available during the entire period. If the
target hotel i was available for only a portion of the time,
then it should be normalized accordingly. Namely the
values that are summed up in the denominator of Equa-
tion (4), should refer to the availability dates of the target
hotel.

We combine the intrinsic hotel attributes and the loca-
tional attributes into a scoring function that predicts the
normalized price value of hotel i:

ŷi = f(a1(i), . . . , an(i))
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where ak(i) specify the value of attribute k for hotel i.
For learning the function f we can use any supervised
learning method that is capable to learn numeric target
attributes. Various methods might use different loss func-
tions for training the model. For example a linear regres-
sion can be used to model the function as:

ŷi =

n∑
k=1

wk × ak(i)

where the wk coefficients are found by minimizing the
mean least square errors loss function, namely:

err =
1

m

m∑
i=1

(yi − ŷi)
2

where m indicates the number of hotels that are included
in the database. Linear regression is probably the simplest
model function which can be used for our purposes. In this
paper we examine other much more complicated methods
such as neural networks.

5.2. Dynamic model

The dynamic model captures the temporal variability of
hotel room prices. For each day on which at least one cus-
tomer performed a search for available rooms, the target
price (dependent variable) was expressed as the average
room price of a target hotel within a check-in window of
7 to 21 days divided by grand average (see Equation 3)
of a target hotel. We chose to analyse a check-in window
of 7 to 21 days because, according to our analysis, most
of the rooms are usually ordered in this window. In addi-
tion, we calculated the average prices for a specific search
date of a target hotel with a check-in time interval of 7
to 21 days of the other hotels. The results were included
in the model as independent variables. In cases where no
search for available rooms was performed for a specific day,
the entry was marked as a missing value. Therefore, the
model consisted of N rows (the number of available search
dates from the database times the number of hotels). Each
row composed of M columns, each representing an aver-
age hotel price at a specific search date, and one column
as a dependent attribute with the target hotel price at a
specific search date.

6. The Decision Support System

Our GIS-based DSS follows the design guidelines of a
general purpose GIS-based DSS and integrates the follow-
ing characteristics: analytical and spatial modeling capa-
bilities; spatial and non-spatial data management; domain
knowledge; spatial display and reporting capabilities [45].
Moreover, like most modern DSSs, our DSS supports dif-
ferent stakeholders. This necessitates special consideration

in regard to usability and ease of use during the system
design stage. Therefore, we implemented our system by
following general DSS guidelines and spatial DSS planning
as suggested in [32]:

1. The user interface is powerful and easy to use.

2. The system combines analytical models and data in a
flexible manner.

3. The system explores the solution space by using the
models and generating feasible solutions.

4. The system inputs, represents, and outputs spatial
data.

5. The system output appears in different forms (maps,
non-spatial statistics).

R
R Software

MDS

JOSM

Weka Graphs

PostgreSQL/PostGIS

Figure 4: System components

Figure 4 presents the six main components that consti-
tute our system (the detailed explanation of each compo-
nent is provided in the following sections):

1. Java OpenStreetMap Editor (JOSM) - a GIS-based
framework.

2. R Software - a statistical package.

3. PosgreSQL/PostGIS - a DBMS with spatial support.

4. Weka - a data mining framework.

5. MDS - a Multidimensional Scaling component for ex-
ploratory data analysis.

6. Graphs - a number of components that visualize the
price estimation results.

Since the decision making process depends on many in-
termediate tasks (e.g., data integration, evaluation, visual-
ization), component integration is an important issue dur-
ing the development process and has a great impact on
the system’s performance, usage and acceptance by stake-
holders when it is deployed [46]. The heterogeneous com-
ponents presented in Figure 4 were integrated into a single
software solution since this was the most effective way to
achieve maximum flexibility and ease of use. Sugumaran
and Degroote [45] argue that this type of integration is
“less common because it is not very likely for a single
piece of software to have tools out of the box to meet
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Figure 2: Spatial Model of Museums using Voronoi Tesselation: red polygons are the generated regions, museums are the generating points

all the necessary functionality requirements, and it is of-
ten expensive in the short term to develop all functionality
within a single piece of software”. While there is no need
to address the first part of the statement because the facts
speak for themselves and it is possible to meet all the nec-
essary functionality requirements, the second half of the
authors’ statement is questionable since the authors forgot
to take into account the power of free and open source soft-
ware [47]. Since all the components presented in Figure 4
are free and open source, we were able, within a relatively
short period of time, to almost seamlessly integrate them
without making too many changes to the original source
code2.

6.1. Java OpenStreetMap Editor as a GIS platform

Many GIS frameworks that handle spatial data (e.g.,
OpenJump3, UDig4 or MapWindow GIS5) are freely avail-
able. Albeit the JOSM’s functionality is comparable to
general purpose GIS frameworks (e.g. it can present the
spatial data in different layers and it features extendibility

2The complete system was developed in a two-month period by
two undergraduate students at the Department of Information Sys-
tems Engineering of the Ben-Gurion University of the Negev

3http://www.openjump.org/
4http://udig.refractions.net/
5http://www.mapwindow.org/

through its plug-in interface), what makes JOSM supe-
rior to all other GIS candidates is its inherent support of
OpenStreetMap (OSM) data. This application is the pri-
mary source of external data in our DSS and its ability to
discern different kinds of (OpenStreetMap) data is one of
the prerequisites for effective decision support according
to [48].

The main view of JOSM is presented in Figure 5, where
our interface to the decision support system is outlined by
the black rectangle at the bottom right corner.

6.1.1. Data Integration

The data collection process is an integral part of JOSM.
JOSM reads the data from the OpenStreetMap database
by selecting the boundary of the area. The data can then
be saved and loaded locally into the proprietary OSM
XML format. In order to obtain data for a desired re-
gion, the data manager uses the functionality provided by
JOSM.

The OpenStreetMap data exists as two different types:
(1) point data (nodes), which has coordinates expressed in
longitude and latitude, and (2) ways, which express areal
features that themselves are referenced through nodes.
The geographical features have a list of attributes that
come in a key=value form and determine different charac-
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Figure 3: Spatial Model of Museums using Voronoi Tesselation: popularity of a hotel’s location can be measured by the size of the (museum)
region it is located
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Figure 5: JOSM main view

teristics of the feature. The majority of widely used at-
tributes are officially accepted, while some attributes can
be used internally by an application. JOSM differentiates
between types of features and attaches a specific icon to
a feature that was recognized. This is extremely help-
ful when the user prepares the data for modeling since
various types of data will be depicted by different icons.
This facilitates data management. For example, hotels are
tagged by a key named tourism with the value hotel, while
restaurants are tagged by a key named amenity and a value
restaurant6. An example of how hotels are represented in
JOSM can be seen in Figure 5. We have introduced our
own attribute waterfront, which is assigned to a hotel by
the domain expert when a hotel is near a waterfront.

We have designed two components for easy data inte-
gration: the data reader and data writer. The data reader
component consists of three parts: (1) database connec-
tion, (2) layer selection, and (3) data type selection. The
database connection component allows the user to connect
to the database and to select and read from the corre-
sponding database table. The layer selection enables the
user to select the existing layer or to create a new layer
where the data will be read such that different types of
data can be positioned in different layers. With the data

6For a complete list of official attributes please see http://wiki.

openstreetmap.org/wiki/Map_Features

type selection part, the user selects one of three types of
data supported by the system. (1) general points, con-
sisting of any data that has longitude and latitude coordi-
nates, are used for importing any external spatial data into
the system. (2) OSM points is similar to general points
but this data contains an additional field for attributes in
a key=value form that can be represented by JOSM. (3)
Spatial model data is the areal data that consists of poly-
gons and is created by a spatial model builder component
(Section 6.1.2). After the general spatial data is read and
presented in one of the layers, the user can annotate it with
the official or custom attributes thus turning the general
data into the form recognizable by JOSM. It is also at this
stage that a specific attribute, recognizable by our system,
can be attached to the data (e.g., waterfront property).

With the data writer component, the user can write
the data back to the table. The data is read from the
currently active layer. First, the user selects the database.
The data can be written to an already existing table or
to a new table by providing a name of a table. The user
can also provide the description of the table that will be
stored along with the data facilitating the search for a
specific table in the database. Additional functionality is
available for the table management in order to delete an
existing table or the contents in an existing table.

10



6.1.2. Spatial Model Builder

In order to generate a spatial model using a spatial
model builder component, the following steps are taken:
(1) the user selects the database and the source table where
the point-based data is located (points of interests, muse-
ums, historical places, etc.). (2) The user provides the
name of the model table where the spatial model will be
stored. We decided to simplify the process of spatial model
creation by combining a model generation and table writer
in one step. To achieve this, we call up the database stored
procedure that invokes the spatial model creation algo-
rithm in R framework using PL/R procedural language for
PostgreSQL7. When the model is generated, it is written
directly to a table provided in the spatial model builder
component. The generated model is stored as a collection
of polygons in a spatially-enabled PostgreSQL database.

6.1.3. Price Modeling

The price modeling components shown in Figure 6
(static model) and 7 (dynamic model) are the most im-
portant components available for the analyst. They allow
the analyst to select the hotel features that will build up
the pricing model for the static model or to select hotels
and search dates in the dynamic model.

The static price modeling component consists of eight
parts. First, the analyst connects to the database (this
part is labeled as 1) that holds all the required informa-
tion about hotels, prices, amenities, facilities, and spatial
models. Second, the analyst retrieves the list of hotels
he/she is interested in (labeled as 2) and selects the ho-
tels that would be part of a model and hotels that will
be used for price estimation (and which will not be part
of a model). Parts 3 and 6 are responsible for retrieving
the amenities and facilities of the selected hotels. The an-
alyst has complete control over the final list of amenities
and facilities that will be included in the model. If the
hotel category (stars) is important for the model, the an-
alyst uses part 4 to control this. Part 5 is called Point
and Spatial Model and is the most versatile in the whole
price modeling component. The analyst selects the spa-
tial characteristics using two types of data: the point data
that was used for generating the spatial model as explained
in Section 6.1.2 and the spatial models stored in the cor-
responding tables. Next, the analyst selects the desired
radius size(s). The definition of the radius size allows the
analyst to answer such questions as: How many points of
interest/museums/bus stops are in a radius of 200 meters
around the hotel. The hotel density in the specified radius
can also be calculated. In part 7, the analyst retrieves the
hotel prices and specifies the period for which the pricing
model has to be built.

The dynamic price modeling component consists of
three parts (Figure 7). The first part (labeled as 1), the
database control, is similar in functionality to that of the

7http://www.joeconway.com/plr/

component of the static price model. The information
about hotels and available search dates are represented
in the part labeled as 2. In order to include a hotel into
a test set, the domain expert should select at least one
search date from the list. Hotels for which no search date
was selected are automatically assigned to a training set.
Hotels for which the search date was partially selected will
also be included in the training set with the search dates
that were not included in the test set.

In both components, the domain expert saves the train-
ing and test sets (if provided) in files (labeled as 8 in Fig-
ure 6 and 3 in Figure 7) with the format recognized by
the data mining package embedded into the system (see
below).

6.2. Weka

As the analytical component in our DSS, we integrated
Weka [49], a free and open source data mining and machine
learning framework. Weka supports different data mining
goals (e.g. classification, clustering, regression) [50] and
includes a vast collection of machine learning algorithms.
Of these the most important for our task are those that
perform regression estimation. In addition, some of the
data mining algorithms handle missing values in the data.
Since the dynamic model presented in Section 5.2 con-
tains missing values for some of the searching dates, it is
extremely important that we have algorithms that sup-
port missing values at our disposal. In cases in which the
desired algorithm does not support missing values, Weka
provides filters that replace missing values with means and
modes.

Weka also supports several file formats for loading data
as well as data loading from the database. However, the
most common approach to loading data is through the
ARFF column-base file format8, that includes the data
and describes the attributes and their data types in plain
text. As was mentioned in Section 6.1.3, the characteris-
tics selected in the static model or the hotel prices selected
in the dynamic model are saved into file(s) in ARFF for-
mat. We found this way of data interchange more flexible
than other options such as in-memory or database storage.
There were several reasons for this choice. First, the do-
main expert has more control over the models that he/she
produces. Second, since several evaluations with different
models or parameters will usually be required, in-memory
data interchange is not effective because the data will be
lost when a new experiment is started. Third, it is easier
to manage a file system than a database, and consequently,
less integration and coding effort are required for embed-
ding Weka.

8http://www.cs.waikato.ac.nz/ ml/weka/arff.html
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Figure 6: Components of the static model: hotels, amenities, facilities, spatial components and prices

6.3. Multidimensional Scaling

In order to facilitate the exploratory analysis of the
hotel data, we implemented multidimensional scaling
(MDS) [51], a powerful technique for investigating mul-
tivariate data by transforming the multidimensional data
into two dimensions and then preserving the relative dis-
tance between objects (hotels in our case). Using graphi-
cal representation, MDS enables the analyst to observe the
similarities of objects. Consequently, with MDS, the ana-
lyst can determine which hotels are more similar to each
other in terms of their characteristics and also compare
their average relative market price. The component in-
puts data in two modes: it can read the static model that
was previously generated and stored in the file system or
read the data currently loaded in Weka. An example pre-
sented in Figure 8 shows the relative similarities between
hotels using the characteristics of the static model.

6.4. Graphs

Weka outputs the results of evaluation into the result
window. While the information in the result window is
comprehensive and includes test results, error measure-
ments and various statistics, it is not intuitive for a non-
expert. Moreover, there is a lack in flexibility in aggre-
gating the results of repeated evaluations in a way that

allows comparison between previous evaluations. In ad-
dition, there is no support for visualization of time series
data as in the case of dynamic price estimation. As a result
of these drawbacks, we enriched the visualization step with
two components. The first component displays the results
of evaluations as presented in Figure 9. This component
stores the name of the classifier (i.e., algorithm) that was
used along with the selected parameters: the hotel ID and
name that was evaluated; its original price (actual price);
the price predicted by the algorithm; correlation coefficient
and error estimates (mean absolute error and root mean
squared error). The second component visualizes the re-
sults of the time series price estimation using the dynamic
model as presented in Figure 11 (a detailed explanation
is given in Section 7). The visualization was implemented
using JFreeChart chart library9 and supports interactive
zooming.

7. System Evaluation

The goal of this section is to demonstrate a possible
scenario in which the system is applied. In general, the

9http://www.jfree.org/
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Figure 7: Components of the dynamic model: hotels and prices
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Figure 8: Multidimensional scaling using hotel characteristics

Figure 9: Aggregated evaluation results: classifier, parameters, hotel ID, hotel name, actual price, predicted price, correlation coefficient,
mean absolute error, root mean squared error.
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Figure 10: Geographical location of hotels under investigation

Figure 11: Price prediction for Canal Olimpic Hotel. Red line - real price; blue line - predicted price using dynamic model (LibSVM nu-SVR);
green line - arithmetic average of the dynamic and static price components; yellow line - geometric mean of the dynamic and static price
components
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task of the domain expert is to estimate the price of a
hotel under investigation utilizing any of the available al-
gorithms provided in the data mining framework. How-
ever, since the predictive power of algorithms is data de-
pendent, it is not possible to suggest a priori one of the
algorithms. Therefore, we apply common steps from data
mining methodology to analyze the hotel prices of selected
hotels: exploratory analysis; a model evaluation and veri-
fication using cross-validation; and testing [52, 53, 54].

The system evaluation was performed with the coop-
eration of a company that develops travel technology so-
lutions, in particular inventory management and pricing
solutions for many well-known websites and travel agen-
cies around the globe. The company provided us with a
real database of hotels and their pricing for a period of
three years. An expert who works for the company and
is the primary user of the proposed system, participated
in the evaluation process. For the demonstration, we used
data from 168 hotels in Barcelona, Spain.

Let us assume that the domain expert wishes to explore
hotels in Barcelona using the corporate database of hotels
that are already contracted with the company. First, the
hotels are visualized in the GIS as depicted in Figure 5.
This allows the domain expert to see the spatial distribu-
tion of hotels in the area of Barcelona. In the next step,
he/she acquires the visual representation of similarities be-
tween hotels in terms of their characteristics (amenities,
facilities, locational attributes) by applying multidimen-
sional scaling on the selected hotels (Figure 8).

Two hotels (Canal Olimpic Hotel, 3-stars, and AC Ho-
tel Gava, 4 stars) outlined in red rectangle especially at-
tract his/her attention because they are situated relatively
close to each other, but far enough from the majority of
the other hotels. This observation suggest that these two
hotels share many characteristics. The two hotels are also
located close to each other geographically (the straight line
distance is 2.2 km) as shown in Figure 10. Next, the do-
main expert decides to analyze the prices of the two ho-
tels. In order to do so, a model with information about
these hotels must be created. The domain expert conse-
quently selects 166 hotels in the region of Barcelona and
creates two training sets: one for the static model using
the control panel as shown in Figure 6 and the other for
the dynamic model utilizing the control panel as shown
in Figure 7. The dynamic model contains 10,250 records
that correspond to different dates for which the customers
searched for a room rate in any of 166 hotels selected in
the training set. The two hotels under investigation are
included in the test set and will be used when the models
are being evaluated.

In order to estimate the predictive power of the model
and to select the best algorithm that minimizes the er-
ror between actual and predicted prices, we used a 10-fold
cross validation of the training set. Seven regression al-
gorithms were used including linear, non-linear regression
and non-parametric ones. Table 2 shows the results of the
evaluation for static and dynamic models using Mean Ab-

solute Error (MAE) and Root Mean Square Error (RMSE)
criteria. The smaller values of MAE and RMSE indicate a
smaller error between the actual and the predicted prices.
The predictive performance of the additive regression with
isotonic regression is the best among other algorithms
when applied on the static model and improves on 32.7%
(MAE) and 29% (RMSE) compared to the worst case of
Locally Weighted Learning with Linear Regression. In the
case of the dynamic model, LibSVM nu-SVR and Locally
Weighted Learning with Linear Regression, both yield the
least MAE error of 0.1229, which improves the worst case
with Multilayer Perceptron by more than 25.4%. Additive
regression with isotonic regression yields the best results
in terms of RMSE and improves the worse case with Mul-
tilayer Perceptron by more than 17.9%. Judging by the
results of the prediction error, the domain expert is likely
to select additive regression with isotonic regression for
predicting the prices of the hotels in the static model and
Locally Weighted Learning with Linear Regression for pre-
dicting the prices of the hotels in the dynamic model. How-
ever, important here are also runtime considerations. The
difference between the running time of LibSVM nu-SVR
(5.7 sec) and the additive regression with isotonic regres-
sion (1087.9 sec) on the static model using 10-fold cross-
validation is 18 min, while the performance increase of
additive regression with isotonic regression is only 12.4%.
Likewise, the running time of the Multilayer Perceptron
using 10-fold cross validation on the dynamic model is 9.1
hours, while the running time of LibSVM nu-SVR is 71.8
minutes.

In order to estimate the prices of two hotels, the do-
main expert applies the static model built using additive
regression with isotonic regression on the test set that in-
cludes the two hotels. The average price of a room in
AC Hotel Gava between July 2009 and February 2010 is
e144.31. Using the hedonic model this room price is esti-
mated at e90. The opposite price trend is shown for the
Canal Olimpic Hotel where, instead of an average room
price of e75, additive regression with isotonic regression
estimates its price as e78.67, which decreases the price
difference between 3-star and 4-star hotels from e69.31
(144.31 − 75) to only e11.33 (90 − 78.67). Next, the do-
main expert is interested in estimating hotel prices for each
day for which customers performed a room search. In this
case, the algorithm with the best predictive performance
on the dynamic model, the LibSVM nu-SVR, was selected
and applied on the test set.

After evaluating the dynamic model on the test set, es-
timated prices are presented for each hotel separately. Let
us focus on the Canal Olimpic Hotel, whose real price was
significantly lower than the price estimated by the static
model. Figure 11 presents four price trends for the Canal
Olimpic Hotel. The original average price for each search
date is shown by the red line; the prices estimated us-
ing the dynamic model only are represented by the blue
line. The effect on the price estimation when combining
price estimation using static and dynamic models, are rep-
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resented by the green and yellow lines. We used two ap-
proaches to combine the price estimation of the two mod-
els - arithmetic average (green line) and geometric mean
(yellow line). In the case of the Canal Olimpic Hotel, the
graph shows that while its price was relatively high in July
2009, the price decreased considerably afterwards. Both
the estimated prices using the dynamic model alone or in
combination with the static model show that the price of
this hotel is somewhat underpriced.

8. Discussion

The proposed decision support system has three essen-
tial features. It uses: (1) JOSM, a GIS-based framework
that was initially designed to support the very narrow task
of creating and editing OpenStreetMap data; (2) Open-
StreetMap data as an external data source in the process
of determining hotel prices, and (3) a data mining frame-
work instead of pure statistical approaches for price anal-
ysis. The advantage of using JOSM over other general
purpose GIS tools was discussed in Section 6.1. However,
the other two features require further discussion.

Since OpenStreetMap data retrieval is naturally sup-
ported by JOSM, it simplifies the process of data acqui-
sition. In comparison, [9] applied a complex process of
data collection. The authors used Virtual Earth Interac-
tive SDK to measure the number of restaurants and shop-
ping destinations that were in proximity to the hotels. To
answer the question whether the hotel was located near the
beach, [9] used image classification of satellite data and
manually validated the results by using on-demand hu-
man annotators through the Amazon Mechanical Turk10

paid service. Apart from the considerable degree of ef-
fort involved in implementing the task, the solution is by
no means scalable and hardly replicable. While such a
solution maybe considered as creative and able to fulfill
research needs, it is clearly not applicable in real world
situations, which is the primary goal of our research. The
advantages of our approach are obvious. First, Open-
StreetMap data is readily available and has a great deal
of content. It contains information about transportation
such as buses and trains, points of interest, restaurants
and pubs, places of worship and historical sites. These el-
ements are very useful since they are determining factors
in the modeling of hotel prices. Second, the spatial data
can be displayed in the system such that the analyst can
decide what parts are relevant for the analysis and what
data should be included into the model. Third, the ab-
sence of some functionality such as determining whether
the hotel is located near a waterfront, is substituted by
the domain expert himself without the need for applying
costly image classification methods and expensive human
annotators. However, the completeness and correctness

10http://www.mturk.com/

of the OpenStreetMap data must still be closely exam-
ined because the project was only recently established and
data is contributed by volunteers. There is much concern
in the research over the credibility and completeness of
volunteered geographic information [55].

A study [56] conducted on German data showed that
there is a difference in terms of data completeness be-
tween cities and rural areas. However, the difference has
decreased substantially in recent years due to the increase
in new members willing to participate in the project (the
number of participants doubled within one year and stands
at over 200,000 members in January 2010). Moreover, the
data in large cities is rich enough. In a recent study on
OpenStreetMap coverage in England [57], it was shown
that OpenStreetMap covers 65% of the area of England.
As in the German study [56], the coverage is better in
urban areas. It was shown in [58] that OpenStreetMap
is quite accurate and comparable to geographical infor-
mation produced by commercial companies. Moreover,
OpenStreetMap data has been already used in place of
proprietary and commercial datasets [56].

The advantage of using data mining over pure statis-
tical analysis is explained by the type of problem we
deal with. Statistical analysis usually deals with well-
structured problems, small data sets, data integrity and
a confirmatory type of analysis [59]. Moreover, statistical
analysis depends on many assumptions, like normality, in-
dependence, homogeneity, that should be met prior to ap-
plying statistical methods. Confirmatory analysis implies
“clean room” experiments with careful testing of each of
the underlying model parameters using different statistical
criteria (e.g. significance level, R-square fitting), which is
hardly achievable in real life scenarios. Recall from Sec-
tion 1 and 5, the problem of hotel price estimation is an
ill-structured problem with different types of data (spa-
tial and non-spatial), amount of input parameters, and
missing values. Here, the use of heterogeneous data and
exploratory analysis using different algorithms for price es-
timation are more appropriate. This is also due to the fact
that data mining approaches can handle high-dimensional
data with a high degree of sparseness, multicollinearity,
outliers, and missing values, which statistical approaches
cannot easily handle [60].

9. Conclusion

This paper described the problem brokerage companies
face in the hotel business. The competition and revenue is-
sues are pushing these companies towards developing non-
standard solutions. We presented a practical approach for
implementing a GIS-based decision support system to an-
alyze hotel value and estimate objective room rates. We
proposed two types of models. The first static model is
based on hedonic pricing theory and composed of intrinsic
hotel characteristics (e.g. amenities, facilities) and vari-
ous locational characteristics (e.g. museums, restaurants
around a hotel, etc). The second dynamic model contains
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historical hotel room rates. We discussed in detail the
requirements and components of a decision support sys-
tem that is designed to be used in real business scenarios.
We showed that the solution can be considerably simpli-
fied by using free and open source tools such as the Java
OpenStreetMap Editor (JOSM), R statistical package and
the Weka data mining framework. We also simplified the
process of external spatial data acquisition by using Open-
StreetMap data.

The effectiveness of the tool can only be assessed if it
is really used by domain experts to improve their deci-
sion making and if it attains real (monetary) results. We
developed the system by closely following the guidelines
and suggestions from the top management at TGS. We
consulted domain experts working at TGS and acquired a
thorough understanding of their needs. We therefore hope
that the system meets their expectations.

In our future work, we plan to enhance the system with
different analytical components. We also intend to closely
work with the hotel domain experts to identify problems
that have not been yet covered by the current prototype.
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Table 1: Complete list of hotel-related attributes available for analysis

Facilities Amenities Other

Air Condition 24-Hour Front Desk Number of Rooms
Satellite TV Babysitter Services Hotel Category
Hairdryer Baggage Hold Hotel Name
Iron & Ironing Board Barber/Beauty Salon Standard Room Rate
Mini Bar Breakfast Room Waterfront (derived attribute)
Clock-Radio Cafe
Private Bath Car Rental Desk
Refrigerator Children care/activities
In Room Safe Coffee Shop
Telephone Concierge
Fully Equipped Kitchen Conference room(s)
Microwave Currency Exchange
Wake-Up Service Dry Cleaning Service
Internet Access Elevator(s)
CD- Stereo system Free Newspaper
Shower only Game Room
Trouser Press Gift/Sundry Shop
In-Room Pay Movies Handicapped Room
Shared Bath Horse Back Riding
Coffee/Tea Making Facilities Interior Corridors
Individual Climate Control Laundry/Valet
Work Desk Limited Medical Services
1 Bed and 1 Sofa Bed Massage Treatments
Wheelchair Accessible Multilingual Staff
Balcony Non Smoking Rooms
Hydromassage Bathtubs Parking
Living Room Parking (Fee)
Crib on Request-Fee May Apply Piano Bar/Lounge
Soundproof Room/Windows Playground/Play Area

Pool Bar
Restaurant(s)
Room Service
Safe Deposit Box
Shuttle to Airport
Swimming Pool
Tour Desk
Wedding services
Wireless High Speed Internet
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Table 2: Static & Dynamic Model Evaluation using 10-fold cross validation of the training set

Algorithm Static Model Dynamic Model

MAE RMSE MAE RMSE

Isotonic Regression 0.1567 0.2088 0.1393 0.2232
LibSVM epsilon-SVR 0.1534 0.2056 0.124 0.2198
LibSVM nu-SVR 0.1509 0.203 0.1229 0.2204
Linear Regression 0.1881 0.24 0.1301 0.2182
Locally Weighted Learning with Linear Regression 0.1964 0.2468 0.1229 0.2201
Additive Regression with Isotonic Regression 0.1322 0.1738 0.1256 0.2091
Multilayer Perceptron 0.1913 0.2449 0.1647 0.2548
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